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This study addresses the relationship between the General Data
Protection Regulation (GDPR) and artificial intelligence (Al). After
introducing some basicconceptsofAl, it reviews the state of the art
in Al technologies and focuses on the application of Al to personal
data. It considers challenges and opportunities for individuals and
society, and the ways in which risks can be countered and
opportunitiesenabled through law and technology.

The study then provides an analysis of how Al is regulated in the
GDPR and examines the extent to which Al fits into the GDPR
conceptual framework. It discusses the tensions and proximities
between Al and data protection principles, such as, in particular,
purpose limitation and data minimisation. It examines the legal
bases for Al applications to personal data and considers duties of
information concerning Al systems, especially those involving
profiling and automated decision-making. It reviews data subjects’
rights, such as therights to access, erasure, portability and object.

The study carries out a thorough analysis of automated decision-
making, considering the extent to which automated decisions are
admissible, the safeguard measures to be adopted, and whether
data subjects have a right to individual explanations. It then
addresses the extent to which the GDPR provides for a preventive
risk-based approach, focusing on data protection by design and by
default. The possibility to use Al for statistical purposes, in a way that
is consistent with the GDPR, is also considered.

The study concludes by observing that Al can be deployed in a way
that is consistent with the GDPR, but also that the GDPR does not
provide sufficient guidance for controllers, and thatits prescriptions
need to be expanded and concretised. Some suggestions in this
regard are developed.
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The impact of the General Data Protection Regulation (GDPR) on artificial intelligence

Executive summary

Al and big data

In the last decade, Al has gone through rapid development. It has acquired a solid scientific basis
and has produced many successful applications. It provides opportunities for economic, social, and
culturaldevelopment; energy sustainability; better health care; and the spread of knowledge. These
opportunities are accompanied by serious risks, including unemployment, inequality,
discrimination, social exclusion, surveillance, and manipulation.

There has been an impressive leap forward on Al since it began to focus on the application of
machine learning to massvolumes of data. Machinelearning systemsdiscover correlations between
dataand build corresponding models, which link possible inputs to presumably correct responses
(predictions). In machine learning applications, Al systems learn to make predictions after being
trained on vast sets of examples. Thus, Alhas become hungryfor data, and thishungerhas spurred
data collection, in a self-reinforcing spiral: the development of Al systems based on machine
learning presupposes and fosters the creation of vast data sets, i.e., big data. The integration of Al
and big data can deliver many benefits for the economic, scientificand social progress. However, it
also contributes to risks for individuals and for the whole of society, such as pervasive surveillance
andinfluence on citizens' behaviour, polarisation and fragmentation in the public sphere.

Al and personal data

Many Al applications process personal data. On the one hand, personal data may contribute to the
data sets used to train machine learning systems, namely, to build their algorithmic models. On the
other hand, such modelscan be applied to personal data, to makeinferences concerning particular
individuals.

Thanks to Al, all kinds of personal data can be used to analyse, forecast and influence human
behaviour, an opportunity that transforms such data, and the outcomes of their processing, into
valuable commodities. In particular, Al enables automated decision-making even in domains that
require complex choices, based on multiple factors and non-predefined criteria. In many cases,
automated predictions anddecisionsare not only cheaper, butalso more precise andimpartial than
human ones, as Al systems can avoid the typicalfallacies of human psychology and can be subject
to rigorous controls. However, algorithmic decisions may also be mistaken or discriminatory,
reproducing human biases and introducing new ones. Even when automated assessments of
individuals are fair and accurate, they are not unproblematic: they may negatively affect the
individuals concerned, who are subject to pervasive surveillance, persistent evaluation, insistent
influence, and possible manipulation.

The Al-based processing of vast masses of data on individuals and their interactions has social
significance: it provides opportunities for social knowledge and better governance, but it risks
leading to the extremes of 'surveillance capitalism'and 'surveillance state'.

A normative framework

It must be ensuredthatthe developmentand deploymentof Al tools takes place in a socio-technical
framework — inclusive of technologies, human skills, organisational structures, and norms — where
individualinterests and the socialgoodare preserved andenhanced.

To provideregulatory support for the creation of such a framework, ethicaland legal principles are
needed, together with sectorial regulations.The ethical principles include autonomy, prevention of
harm, fairness and explicability; the legal ones include the rights and social values enshrined in the
EU charter, inthe EU treaties, as well as in national constitutions. The sectoral regulations involved
include first of all data protection law, consumer protection law, and competition law, butalso other
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domains of the law, such as labour law, administrative law, civil liability etc. The pervasive impact of
Al on European societyis reflected in the multiplicity of the legalissues it raises.

To ensure adequate protection of citizens against therisks resulting from the misuses of Al, beside
regulation and publicenforcement, the countervailing power of civil societyis also needed to detect
abuses, inform the public, and activate enforcement. Al-based citizen-empowering technologies
can play an importantrolein this regard, by enabling citizens not only to protect themselves from
unwanted surveillance and 'nudging’, but also to detect unlawful practices, identify instances of
unfair treatment, and distinguishfake and untrustworthy information.

Al is compatible with the GDPR

Alis not explicitly mentioned in the GPDR, but many provisions in the GDPR arerelevant to Al,and
some are indeed challenged by the new ways of processing personal data that are enabled by Al
There is indeed a tension between the traditional data protection principles — purpose limitation,
data minimisation, the special treatment of 'sensitivedata’, the limitation on automateddecisions -
and the full deployment of the power of Al and big data. The latter entails the collection of vast
quantities of data concerning individuals and their social relations and processing such data for
purposes that were not fully determined at the time of collection. However, there are ways to
interpret, apply, and develop the data protection principles that are consistent with the benefidal
uses of Aland big data.

The requirement of purpose limitation can be understood in a way that is compatible with Al and
big data, through a flexible application of the idea of compatibility, which allows for the reuse of
personal data when this is not incompatible with the purposes for which the data were originally
collected. Moreover, reuse for statistical purposes is assumed to be compatible, and thus would in
generalbe admissible (unless it involves unacceptable risks for the data subject).

The principle of data minimisation can also be understood in such a way as to allow for benefidial
applications of Al. Minimisation may require, in some contexts, reducing the 'personality’ of the
available data, rather thanthe amount of such data, i.e., it may require reducing, through measures
such as pseudonymisation, the ease with which the data can be connected to individuals. The
possibility of re-identification should not entail that all re-identifiable data are considered personal
data to be minimised. Ratherthe re-identification of datasubjectsshould be consideredas creation
of new personal data, which should be subject to all applicable rules. Re-identification should
indeed be strictly prohibited unless all conditions for the lawful collection of personal data are met,
and it should be compatible with the purposes for which the data were originally collected and
subsequentlyanonymised.

The information requirements established by the GDPR can be met with regard to Al-based
processing, even though the complexity of Al application has to be taken into account. The
information made available to datasubjects should enable themto understand the purpose of each
Al-based processing and its limits, even without goinginto unnecessary technical details.

The GDPR allows for inferences based on personal data, provided that appropriate safeguards are
adopted. Profiling is in principle prohibited, but there are ample exceptions (contract, law or
consent). Uncertainties exist concerning the extent to which an individual explanation should be
provided to the data subject. It is also uncertainto what extentreasonableness criteria may apply to
automated decisions.

The GDPR provisions on preventivemeasures, and in particularthose concerning privacy by design
and by default, do not hinder the development of Al systems, if correctly designed and
implemented, even though they mayentail some additional costs. It needs to be clarified which Al
applications present high risksand therefore require a preventive data protectionassessment, and
possibly the preventive involvement of data protection authorities.
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Finally, the possibility of using personal data for statistical purposes opens opportunities for the
processing of personal data in ways that do not involve the inference of new personal data.
Statistical processing requires security measures that are proportionate to the risks for the data
subject, and which should include at least pseudonymisation.

The GDPR prescriptions are often vague and open-ended

The GDPR allows for the development of Aland big data applications that successfully balance data
protection and other social and economic interests, but it provides limited guidance on how to
achieve this goal. It indeed abounds in vague clausesand open standards, the application of which
often requires balancing competing interests. In the case of Al/big data applications, the
uncertainties are aggravated by the novelty of the technologies, their complexity and the broad
scope of their individual and social effects.

Itis true that the principles of risk-prevention and accountability potentially direct the processing of
personal data toward a 'positive sum' game, in which the advantages of the processing, when
constrained by appropriate risk-mitigation measures, outweigh its possible disadvantages.
Moreover these principles enable experimentation and learning, avoiding the over- and under-
inclusiveness issuesinvolved in the applications of strict rules. However, by requiring controllers to
rely on such principles, the GDPR offloads the task of establishing how to manage risk and find
optimalsolutionsonto controllers, a taskthat may be challenging aswell as costly. The stiff penalties
for non-compliance, when combined with the uncertainty on the requirements for compliance, may
constitute a novel risk, which, rather than incentivising the adoption of adequate compliance
measure, may prevent small companiesfrom engaging in new ventures.

Thus, the successful application of GDPR to Al-application depends heavily on what guidance data
protection bodies and other competent authorities will provide to controllers and data subjects.
Appropriate guidance would diminish the cost of legal uncertainty and would direct companies -
in particular small ones that mostly need such advice - to efficient and data protection-compliant
solutions.

Some policy indications
The study concludes with the following indications on Aland the processing of personal data.

e TheGDPR generally provides meaningful indicationsfor data protection in the context of Al
applications.

e TheGDPR canbeinterpreted and applied in such a way thatit does not substantially hinder
the application of Al to personal data, and that it does not place EU companies at a
disadvantageby comparison with non-European competitors.

e Thus,the GDPR does not require major changes in order to address Alapplications.

e However, a number of Al-related data-protection issues do not have an explicit answer in
the GDPR. This may lead to uncertainties and costs, and may needlessly hamper the
development of Alapplications.

o Controllers and data subjects should be provided with guidance on how Al can be applied
to personal dataconsistently with theGDPR, and on the available technologies fordoing so.
Such guidance can prevent costs linked to legal uncertainty, while enhancing compliance.

e Providing guidance requires a multilevel approach, which involves data protection
authorities, civil society, representative bodies, specialised agencies, and all stakeholders.

e A broad debate is needed involving not only political and administrative authorities, but
also civil society and academia.This debate needs toaddress the issues of determining what
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standards should apply to Al processing of personal data, particularly to ensure the
acceptability, fairness and reasonability of decisions on individuals. It should also address
what applications are to be barred unconditionally, and which ones may instead be
admitted only under specific circumstancesand controls.

Discussion of a large set of realisticexamples is needed to clarify which Al applications are
socially acceptable, under what circumstancesand with what constraints. The debateon Al
can also be an opportunity to reconsider in depth, with more precision and concreteness,
some basic ideas of law and ethics, such as acceptable and practicable conceptions of
fairness and non-discrimination.

Political authorities, such as the European Parliament, the European Commission and the
Council should provide general open-endedindicationsabout the values at stake and ways
to achieve them.

Data protection authorities, and in particular the Data Protection Board, should provide
controllers with specific guidance on the many issues for which no precise answer can be
foundin the GDPR. Such guidance can often take the form of soft law instruments designed
with dual legal and technical competence, as in the case of Article 29 Working Party
opinions.

National Data Protection Authorities should also provide guidance, in particular when
contacted for advice by controllers, or in response to data subjects' queries.

The fundamental data protection principles - especially purpose limitation and
minimisation — should be interpreted in such a way that they do not exclude the use of
personal data for machine learning purposes. They should not preclude the creation of
training sets and the construction of algorithmic models, whenever the resulting Al systems
are socially beneficialand compliant with data protection rights.

The use of personal data in a training set, for the purpose of learning general correlations
and connection, should be distinguished from their use for individual profiling, which is
about making assessmentsaboutindividuals.

The inference of new personal data, as it is done in profiling, should be considered as
creation of new personal data, when providing an input for making assessments and
decisions. The same should apply to the re-identification of anonymous or pseudonymous
data.

Guidance is needed on profiling and automated decision-making. It seems that an
obligation of reasonableness - including normative and reliability aspects — should be
imposed on controllers engaging in profiling, mostly, but not only when profiling is aimed
at automated decision-making. Controllers should also be under an obligation to provide
individual explanations, to the extent that this is possible according to the available Al
technologies, and reasonable according to costs and benefits. The explanations may be
high-level, but they should stillenable users to contest detrimental outcomes.

It may be usefulto establish obligations tonotify data protection authorities of applications
involving individualised profiling and decision-making, possibly accompanied with the
right to ask for indications on compliance.

The content of the controller's obligation to provide information (and the corresponding
rights of the data subject) about the 'logic' of an Al system need to be specified, with
appropriate examples,anin relation to different technologies.
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e It needstobe ensuredthattheright to optout of profiling and data transfers can easily be
exercised, through appropriate user interfaces. The same applies to the right to be
forgotten.

e Normative and technological requirementsconcerning Alby design and by defaultneed to
be specified.

e The possibility of repurposing data for Al applications that do not involve profiling —
scientific and statistical ones — need to be broad, as long as appropriate precautions arein
place preventing abuse.

e Strong measures need to be adopted against companies and public authorities that
intentionally abuse the trustof data subjects by using their dataagainst their interests.

e Collective enforcement in the data protection domain should be enabled and facilitated.

In conclusion, controllers engaging in Al-based processing should endorse the values of the GDPR
and adopt a responsible and risk-oriented approach. This can be done in ways that are compatible
with the available technology and economic profitability (or the sustainable achievement of public
interests, in the case of processing by public authorities). However, given the complexity of the
matter and the gaps, vagueness andambiguities presentin the GDPR, controllers should notbe left
alonein this exercise. Institutions need to promote a broad societal debate on Alapplications, and
should provide high-level indications. Data protection authorities need to actively engagein a
dialogue with all stakeholders, including controllers, processors, and civil society, in order to
develop appropriate responses, based on shared values and effective technologies. Consistent
application of data protection principles, when combined with the ability to efficiently use Al
technology, can contribute to the success of Al applications, by generating trust and preventing
risks.
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The impact of the General Data Protection Regulation (GDPR) on artificial intelligence

1. Introduction

This study aims to provide a comprehensive assessment of the interactions between artificial
intelligence (Al) and data protection, focusing on the 2016 EU General Data Protection Regulation
(GDPR).

Artificial intelligence systems are populating the human and social world in multiple varieties:
industrial robots in factories, service robotsin houses and healthcare facilities, autonomous vehides
and unmanned aircraft in transportation, autonomous electronic agents in e-commerce and
finance, autonomous weapons in the military, intelligent communicating devices embedded in
every environment. Alhas come to be one of the most powerful drivers of social transformation: it
is changing the economy, affecting politics, and reshaping citizens' lives and interactions.
Developing appropriate policies and regulations for Al is a priority for Europe, since Al increases
opportunitiesand risks in ways that areof the greatestsocialand legalimportance. Almay enhance
human abilities, improve security and efficiency, and enable the universal provision of knowledge
and skills. On the other hand, it may increase opportunities for control, manipulation, and
discrimination; disruptsocial interactions; and expose humansto harmresulting from technological
failures or disregard for individual rightsand social values.

A number of concrete ethical and legal issues have already emerged in connection with Alin several
domains, such as civil liability, insurance, data protection, safety, contractsand crimes. Such issues
acquire greater significance as more and moreintelligent systems leave the controlled and limited
environments of laboratories and factories and share the same physical and virtual spaces with
humans (internetservices, roads, skies, trading on the stock exchange, other markets, etc.).

Data protection is at the forefront of the relationship between Al and the law, as many Al
applications involve the massive processing of personal data, including the targeting and
personalised treatment of individuals on the basis of such data. This explains why data protection
has been thearea of thelaw that has most engaged with Al, although otherdomains of the law are
involved as well, such as consumer protection law, competition law, antidiscrimination law, and
labour law.

This study will adopt an interdisciplinary perspective. Artificial intelligence technologies will be
examined and assessed on the basis of most recent scientificand technological research, and their
social impacts will be considered by taking account of an array of approaches, from sociology to
economics and psychology. A normative perspective will be provided by works in sociology and
ethics, and in particular information, computer, and machine ethics. Legal aspects will be analysed
by reference to the principles and rules of European law, as well as to their application in national
contexts. The report will focus on data protection and the GDPR, though it will also consider how
data protection shares with other domainsof the law the task of addressing the opportunities and
risks that come with Al.
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2. Aland personaldata

This section introduces the technological and social background of the study, namely, the
development of Al and its connections with the processing of personal and other data. First the
concept of Al will be introduced (Section 2.1), then the parallel progress of Al and large-scale data
processing will be discussed (Section 2.2), and finally, the analysis will turn to the relation between
Alandthe processing of personal data(Section 2.3).

2.1. The conceptand scope of Al

The concept of Al will beintroduced, as well as its connections with the robotics and algorithms.

2.1.1. A definition of Al

The broadest definition of artificial intelligence (Al) characterisesit as the attempt to build machines
that 'perform functions that require intelligence when performed by people.'” A more elaborate
notion has been provided by the High Level Expert Group on Al (Al HLEG), set up by the EU
Commission:

Artificial intelligence (Al) systems are software (and possibly also hardware) systems
designed by humans that,given a complexgoal, actin the physical ordigital dimension
by perceiving their environment through data acquisition, interpreting the collected
structured or unstructured data, reasoning on the knowledge, or processing the
information, derived from this data and deciding the best action(s) to take to achieve
thegiven goal. Al systems can either use symbolicrules or learn a numericmodel, and
they can also adapt their behaviour by analysing how the environment is affected by
their previous actions.?

This definition can be accepted with the proviso that most Al systemsonly perform a fraction of the
activities listed in the definition: pattern recognition (e.g., recognising images of plants or animals,
human faces or attitudes), language processing (e.g., understanding spoken languages, translating
from one language into another, fighting spam, or answering queries), practical suggestions (e.g,
recommending purchases, purveying information, performing logistic planning, or optimising
industrial processes), etc. On the other hand, some systemsmay combine many such capacities, as
in the example of self-driving vehicles or military and care robots.

The High-Level Expert Group characterises the scopeofresearch in Alas follows:

As a scientific discipline, Al includes several approaches and techniques, such as
machine learning (of which deep learning and reinforcement learning are specific
examples), machine reasoning (which includes planning, scheduling, knowledge
representation and reasoning, search, and optimization), and robotics (which includes
control, perception, sensors and actuators, as well as the integration of all other
techniques into cyber-physical systems).

To this definition, we could also possibly add also communication, and particularly the
understanding and generation of language, as well as the domains of perception andvision.

" Kurzweil (1990, 14), Russel and Norvig (2016, Section 1.1).
2 AI-HLEG (2019).
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2.1.2. Al and robotics

Al constitutes the core of robotics, the discipline that aims to build 'physical agents that performs
tasks by manipulating the physical world."* The High-Level Expert Group describes robotics as
follows

Robotics can be defined as 'Alin action in the physical world' (also called embodied Al).
Arobotis a physical machine thathasto cope with the dynamics, the uncertainties and
the complexity of the physical world. Perception, reasoning, action, learning, as well as
interaction capabilities with other systems are usually integrated in the control
architecture of the robotic system. In addition to Al, other disciplines play a role in robot
design and operation, such asmechanical engineering and control theory. Examples of
robots include robotic manipulators, autonomous vehicles (e.g. cars, drones, flying
taxis), humanoid robots,robotic vacuum cleaners, etc.

In this report, robotics will not be separately addressed since embodied anddisembodied Al systems
raise similar concerns when addressed from the perspective of GDPR: in both cases personal data
are collected, processed, and acted upon by intelligent system. Moreover, also software systems
may have access to sensor on the physical world (e.g., cameras) or govern physical devices (e.g,
doors, lights, etc.). Thisfact does not exclude that the specificty pes of interaction that may exists, or
will exists, between humans and physicalrobots —e.g., in the medical or care domain- may require
specific considerationsand regulatoryapproachesalso in the data protection domain.

2.1.3. Aland algorithms

Theterm 'algorithm'is oftenusedto refer to Alapplications, e.g., throughlocutions such'algorithmic
decision-making.' However, the concept of an algorithm is more general that the concept of Al, since
it includes any sequence of unambiguously defined instructions to execute a task, particularly but
not exclusively through mathematical calculations.* To be executed by a computer system,
algorithms have to be expressed through programming languages, thus becoming machine-
executable software programs. Algorithms can be very simple, specifying, for instance, how to
arrange lists of words in alphabetical order or how to find the greatest common divisor between
two numbers (such as the so-called Euclidean algorithm). They can also be very complex, such as
algorithms for file encryption, the compression of digital files, speech recognition, or financial
forecasting. Obviously, not allalgorithmsinvolve Al, but every Al system, like any computer system,
includes algorithms, some dealing with tasks that directly concern Alfunctions.

Alalgorithms may involve different kinds of epistemic or practical reasoning (detecting patterns and
shapes, applying rules, making forecasts or plans), as well different ways of learning.® In the latter
case the system can enhance itself by developing new heuristics (tentative problem-solving
strategies), modifying its internal data, or even generating new algorithms. For instance, an Al
system for e-commerce may apply discounts to consumers meeting certain conditions (apply rules),
provide recommendations(e.g., learn and use correlations between users'features and their buying
habits), optimise stockmanagement (e.g., developand deploy the best trading strategies). Though
an Al system includes many algorithms, it can also be viewed as a single complex algorithm,
combining the algorithms performing its various functions, as well as the top algorithms that
orchestrate the system's functions by activating the relevant lower-level algorithms. For instance, a
bot that answers queriesin naturallanguage willinclude an orchestrated combination of algorithms

3 Russell and Norvig (2016).
4 Harel (2004).

> According to Russel and Norvig (2016, 693), 'an agent is learning if it improves its performance on future tasks after
making observations about the world".
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to detect sounds, capture syntactic structures, retrieve relevant knowledge, make inferences,
generateanswers, etc.

In a system that is capable of learning, the most important component will not be the learned
algorithmic model, i.e., the algorithms that directly execute the tasks assigned to the system (e.g,
making classifications, forecasts, or decisions) but rather the learning algorithms that modify the
algorithmic model so that it better performs its function. For instance, in a classifier system that
recognises images through a neural network, the crucial element is the learning algorithm (the
trainer) that modifies the internal structure of the algorithmic model (the trained neural network)
by changing it (by modifying its internal connections and weights) so that it correctly classifies the
objects inits domain (e.g.,animals, sounds, faces, attitudes, etc.).

2.1.4. Artificial intelligence and big data

The term big data identifies vast data sets thatit is difficult to manage using standard techniques,
because of their special features, the so-called thee V's: huge Volume, high Velocity and great
Variety. Other features associated to big data are low Veracity (high possibility that at least some
data are inaccurate), and high Value. Such data can be created by people, but most often they are
collected by machines, which capture information from the physical word (e.g., street cameras,
sensors collecting climate information, devices for medical testing, etc.), or from computer-
mediated activities (e.g., systemsrecording transactions or trackingonline behaviour etc.).

From a social and legal perspective what is most relevantin very large data sets, and which makes
them 'big data' from a functional perspective, is the possibility of using such data setsfor analytics,
namely, for discovering correlationsand making predictions, often using Al techniques, as we shall
see when discussing machine learning.® In particular, the connection with analytics and Al makes
big data specifically relevant to data protection.’

Big data can concern the non-humanphysical world (e.g. environmental, biological, industrial, and
astronomical data), as well as humans and their social interactions (e.g., data on social networks,
health, finance, economics or transportation). Obviously, only the second kind of data is relevant to
this report.

2.2. Alin the new millennium

Over the last decades, Al has gone through a number of ups and downs, excessive expectations
being followed by disillusion (the so-called Al winters).?In recent years, however, there is no doubt
that Alhas been hugely successful. On the one hand, a solid interdisciplinary backgroundhas been
constructed for Al research: the original core of computing, mathematics, and logic has been
extended with models and insights from a numberof other disciplines, such as statistics, economics,
linguistics, neurosciences, psychology, philosophy, and law. On the other hand, an array of
successfulapplications has been built, which have already entered our daily lives: voice,image, and
face recognition; automated translation; document analysis; question-answering; games; high-
speed trading; industrial robotics; autonomous vehicles; etc.

Based on the current successes, it is most likely that current successful applications willnot only be
consolidate, but will be accompanied by further growth, following probably the middle path
indicatedin Figure 1.

6 See Mayer-Schoenberger and Cukier (2013, 15).
7 Hildebrandt (2014)

8 Nilsson (2010).
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Figure 1- Hypes and winters of Al

2.2.1. Artificial general and specific intelligence

Al research usually distinguishes two goals: 'artificial general intelligence, alsoknownas 'strong Al
and 'artificial specialised intelligence,’ also known as'weak Al.' Artificial generalintelligence pursues
theambitious objective of developing computer systemsthat exhibit most human cognitive skills,
at a human or even a superhuman level.® Artificial specialised intelligence pursues a more modest
objective, namely, the construction of systems that, at a satisfactory level, are able to engage in
specific tasks requiringintelligence.

The future emergence of a general artificial intelligence is already raising serious concerns. Ageneral
artificial intelligence system may improve itself at an exponential speed and quickly become
superhuman; through its superior intelligence it may then acquire capacities beyond human
control.”In relation to self-improving artificial intelligence, humanity may find itselfin a condition
of inferiority similar to that of animals in relation to humans. Some leading scientists and
technologists (such as Steven Hawking, Elon Musk, and Bill Gates) have argued for the need to
anticipate this existential risk,"" adopting measures meant to prevent the creation of general
artificial intelligence or to direct it towards human-friendly outcomes (e.g., by ensuring that it
endorses humanvaluesand, more generally,thatit adoptsa benevolentattitude). Conversely, other
scientists have looked favourably on the birth of an intelligence meant to overcome human
capacities. Inan Al system'sability to improve itself could lie the 'singularity' that will accelerate the
development of science and technology, so as not onlyto solve currenthumanproblems (poverty,
underdevelopment, etc.), but also to overcome the biological limits of human existence (iliness,
aging, etc.) and spread intelligence in the cosmos.™

9 Bostrom (2014)

19 Bostrom (2014). This possibility was anticipated by Turing ([1951] 1966).
" Parkin (2015).
12See Kurzweil (2005) and Tegmark (2017).
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The risks related to the emergence of an ‘artificial general intelligence' should not be
underestimated: this is, on the contrary, a very serious problem that will pose challenges in the
future. In fact, as much as scientists may disagree on whether and when ‘artificial general
intelligence,' will come into existence, most of them believe that this objective will be achieved
within the end of this century.' In any case, it is too early to approach 'artificial general intelligence'
at a policy level, since it lies decades ahead, and a broader experience with advanced Alis needed
before we can understand both the extent and proximity of this risk, and the best ways to address
it.

Conversely, 'artificial specialised intelligence' is already with us, and is quickly transforming
economic, political, and social arrangements, as well as interactions between individuals and even
their private lives. The increase in economic efficiency already is reality (see Figure 2), but Al provides
further opportunities: economic, social, and cultural development; energy sustainability; better
health care; and the spread of knowledge. In the very recent White Paper by the European
Commissionitis indeed affirmed that Al.

will change our lives by improving healthcare (e.g. making diagnosis more precise,
enabling better prevention of diseases), increasing the efficiency of farming,
contributing to climate change mitigation and adaptation, improving the efficiency of
production systems through predictive maintenance, increasing the security of
Europeans, andin manyotherways thatwe can only begin toimagine.

13 A poll among leading Al scientists can be found in Bostrom (2014).

4 White Paper 'On artificial intelligence - A European approach to excellence and trust', Brussels, 19.2.2020 COM(2020) 65
final.
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The opportunities offered by Al are accompanied by serious risks, including unemployment,
inequality, discrimination, social exclusion, surveillance, and manipulation. It has indeed been
claimed that Al should contribute to the realisation of individual and social interests, and that it
should not be 'underused, thus creating opportunity costs, nor overusedand misused, thus creating
risks.'” In the just mentioned Commission's White paper, it is indeed observed that the deployment
of Al

entails a number of potential risks, such as opaque decision-making, gender-based or
other kinds of discrimination, intrusion in our private lives or being used for criminal
purposes.

Because the need has been recognised to counter these risks, while preserving scientific research
and the beneficial uses of Al, a number of initiatives have been undertaken in order to design an
ethical and legal framework for 'human-centred Al.' Already in 2016, the White House Office of
Science and Technology Policy (OSTP), the European Parliament's Committee on Legal Affairs, and,
in the UK, the House of Commons'Science and Technology Committee released theirinitial reports
on howto preparefor the future of Al'®. Multiple expert committees have subsequently produced
reports and policy documents. Among them, the High-Level Expert Group on artificial intelligence
appointed by the European Commission, the expert group on Alin Society of the Organisation for
Economic Co-operation and Development (OECD), and the select committee on artificial
intelligence of the United Kingdom (UK) House of Lords."”

The Commission's White Paper affirms that two parallel policy objectives should be pursued and
synergistically integrated. On the one hand research and deployment of Al should be promoted, so

"> Floridi et al (2018,690).
16 See Cath etal (2017).
7 For a recent review of documents on Al ethicsand policy, see Jobin (2019).
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that the EU is competitive with the US and China. The policy framework setting out measures to
align efforts at European, nationaland regional level should aim to mobilise resources

to achieve an 'ecosystem of excellence' along the entire value chain, starting in research
and innovation, and to create the right incentives to accelerate the adoption of
solutions based on Al, including by smalland medium-sized enterprises (SMEs)

On the other hand, the deployment of Al technologies should be consistent with the EU
fundamentalrights and social values. Thisrequires measures to create an'ecosystem of trust,' which
should provide citizens with 'the confidence to take up Alapplications' and 'companies and public
organisations with the legal certainty to innovate using Al'. This ecosystem

must ensure compliance with EU rules, including the rules protecting fundamental
rights and consumers' rights, in particular for Al systems operated in the EU that pose a
high risk.

It is important to stress that the two objectives of excellence in research, innovation and
implementation, and of consistency with individual rights and social values are compatible, but
distinct. On the one hand the most advanced Al applications could be deployed to the detriment of
citizens' rights and social values; on the other hand theeffective protection of citizens' fromthe risks
resulting from abuses Al does not provide in itself the incentives that are needed to stimulate
research and innovation and promote beneficial uses. This report will argue that GDPR can
contribute to address abuses of Al, and that it can be implemented in ways that do not hinder its
beneficial uses. It will not address the industrialand other policies that areneeded to ensure the EU
competitivenessin the Aldomain.

2.2.2. Al between logical models and machine learning

The hugesuccess that Alhas hadinrecent years is linked to a changein theleading paradigm in Al
research and development. Until a few decades ago, it was generally assumed that in order to
develop an intelligent system, humans had to provide a formal representation of the relevant
knowledge (usually expressed through a combination of rules and concepts), coupled with
algorithms making inferences out of such knowledge. Different logical formalisms (rule languages,
classical logic, modal and descriptive logics, formal argumentation, etc.) and computable models
forinferential processes (deductive, defeasible, inductive, probabilistic, case-based, etc.) have been
developed and applied.™

Thestructure for expert systemsis represented in Figure 4. Note that humansappear both as users
of the system and as creators of the system's knowledge base (experts, possibly helped by
knowledge engineers).

'8 VVan Harmelen et al (2008).



The impact of the General Data Protection Regulation (GDPR) on artificial intelligence

S - ~
| User Inference Knowledge <Ilj
interface Engine base
User e
knowled
E > :r?ginee?e

Figure 4—- Basic structure of expert systems

The theoretical results in knowledgerepresentationand reasoningwere notmatched by disrupting,
game-changing applications. Expert systems - i.e,, computer systems including vast domain-
specific knowledge bases, e.g.,in medicine, law, or engineering, coupled with inferential engines -
gaverise to high expectationsabout their ability toreasonand answer users' queries. Unfortunately,
such systems were often unsuccessful or only limitedly successful: they could only provide
incomplete answers, were unable to address the peculiarities of individual cases, and required
persistent and costly efforts to broaden and update their knowledge bases. In particular, expert-
system developers had to face the so-called knowledge representation bottleneck: in order to build a
successful application, the required information-including tacit and common-sense knowledge -
had to be represented in advance using formalised languages. This proved to be very difficult and
in many cases impractical orimpossible.

In general, only in somerestricted domainsthe logical models have led to successful application.In
the legal domain, for example, logical models of great theoretical interest have been developed -
dealing, for example, with arguments,’ norms, and precedents® — and some expert systems have
been successfulin legal and administrative practice, in particular in dealing with tax and social
security regulations. However, these studies and applications have notfundamentally transformed
thelegal system and the applicationofthe law.

Al has made an impressive leap forward since it began to focus on the application of machine
learning to mass amounts of data. This has led to a number of successful applications in many
sectors —ranging from automatedtranslation to industrial optimisation, marketing, robotic visions,
movement control, etc. — and some of these applications already have substantial economic and
social impacts. In machine learning approaches, machines are provided with learning methods,
rather than, or in addition to, formalised knowledge. Using such methods, they can automatically
learn how to effectively accomplish their tasks by extracting/inferring relevant information from
theirinput data. As noted, and as Alan Turingalready theorised in the 1950s, a machine thatis able
to learn willachieveits goals in ways that are notanticipated by its creatorsand trainers,andin some
cases without them knowingthe details of its inner workings.”

Even though the great success of machine learning has overshadowed the techniques for explicit
and formalised knowledge representation, the latter remain highly significant. In fact, in many
domains the explicit logical modelling of knowledge and reasoning can be complementary to
machine learning. Logical models can explain the functioning of machine learning systems, check
and govern their behaviouraccording to normative standards (includingethical principles and legal
norms), validate their results, and develop the logical implications of such results according to
conceptual knowledge and scientific theories. In the Al community the need to combine logical
modelling and machine leaning is generally recognised, though different views exist on how to

9 Prakken, and Sartor (2015).
20 Ashley (2017).
21 Turing ([1951]1996)
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achieve this goal,and on the aspects to be covered by the two approaches (for a discussion on the
limits of machine learning, see recently Marcusand Davis 2019).

2.2.3. Approachesto learning

Three main approaches to machine learning are usually distinguished: supervised learning,
reinforcement learningand unsupervisedlearning.

Supervised Unsupervised Reinforcement
Learning learning learning
( 7\ ( 7\ ( N\
Machine is given Machine i o
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P 9 feedbacks
correct answers
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Figure 5- Kinds ofleaming

Supervised learning is currently the most popularapproach. In this case the machine learns through
'supervision' or 'teaching': it is given in advance a training set, i.e., a large set of (probably) correct
answers to the system's task. More exactly the system is provided with a set of pairs, each linking the
description of a case to the correct response for that case. Here are some examples: in systems
designed to recognise objects (e.g. animals) in pictures, each picture in the training setis tagged
with the name of the kind of object it contains (e.g., cat, dog, rabbit, etc.); in systems for automated
translation, each (fragment of) adocumentin the source language s linked to its translation in the
target language; in systems for personnel selection, the description of each past applicants (age,
experience, studies, etc.) is linked to whether the application was successful (or to an indicator of
the work performance for appointed candidates); in clinical decision support systems, each patient's
symptoms and diagnostictests is linked to the patient's pathologies; in recommendation systems,
each consumer'sfeaturesand behaviouris linked to the purchased objects; in systems for assessing
loan applications, each record of a previous application is linked to whether the application was
accepted (or, for successful applications, to the compliant or non-compliant behaviour of the
borrower). As these examples show, the training of a system does not always require a human
teacher tasked with providing correct answersto the system.In many case, the training set can be
side-product of human activities (purchasing, hiring, lending, tagging, etc.), as is obtained by
recording the human choices pertaining to such activities. In some cases the training set can even
be gathered 'from the wild' consisting in data which is available on the open web. For instance,
manually tagged images orfaces, available on social networks, can be scraped and used for training
automated classifiers.

10
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Thelearning algorithm of thesystem (its trainer), usesthe training set tobuild an algorithmic modet:
a neural network, a decision tree, a set of rules, etc. The algorithmic modelis meant to capture the
relevant knowledge originally embedded in the training set, namely the correlations between cases
and responses. This model is then used, by a predicting algorithm, to provide hopefully correct
responses to new cases, by mimicking the correlations in the training set. If the examples in the
training set that come closest to a new case (with regard to relevantfeatures) are linked to a certain
answer, the same answer will be proposed forthenew case. For instance if the pictures thatare most
similar to a new input were tagged as cats, also the newinput will also be tagged in the same way;
if past applicants whose characteristic best match those of the new applicant were linked to
rejection, the system will propose to reject also the new applicant; if the past workers who come
closest to the new applicant performed well (or poorly), the systems will predict that also the
applicant will perform likewise.

The answers by learning systems are usually called 'predictions'. However, often the context of the
system's use often determines whether its proposals are be interpreted as forecasts, or rather as a
suggestion to the system'suser.For instance, a system's 'prediction’ that a person'sapplication for
bail or parole will be accepted can be viewed by the defendant (and hisor herlawyer) as aprediction
of what the judge will do, and by the judge as a suggestion guiding her decision (assumingthat she
prefers notto depart from previous practice). The same applies to a system's prediction thata loan
or a social entitlement willbe granted.

There is also an important distinction to be drawn concerning whether the 'correct’ answers in a
training set are provided by the past choices by human 'experts' or rather by the factual
consequences of such choices. Compare, for instance, a system whose training set consists of past
loan applications linked to the corresponding lending decisions, and a system whose training set
consists of successful applications linked to the outcome of the loan (repayment or non-payment).
Similarly, compare a system whose training set consists of parole applications linked to judges'
decisions on such application with a system whose training set consists of judicial decisions on
parole applications linked to the subsequentbehaviour of the applicant.In the first case, the system
will learn to predict the decisions that human decision-makers (bank managers, or judges) would
have made under the same circumstances. In the second case, the systemwill predict how a certain
choice would affect the goals being pursued (preventing non-payments, preventing recidivism). In
thefirst case the system would reproduce the virtues —accuracy, impartiality, farness — but also the

11
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vices — carelessness, partiality, unfairness— of the humansitis imitating. In the second case it would
more objectively approximatethe intended outcomes.

As a simple example of supervised learning, Figure 7, shows a (very small) training set concerning
bail decisions along with the decision tree that can be learned on the basis of that training set. The
decision tree captures the information in the training set through a combination of tests, to be
performed sequentially. The first test concerns whether the defendant was involved in a drug
related offence. If the answeris positive, we have reached the bottom of the tree with the conclusion
that bailis denied. If the answer is negative, we move to the second test, on whether the defendant
used a weapon, and so on. Notice that the decision tree does not include information concerning
the kind of injury, since all outcomes can be explained without reference to that information. This
shows howthe system'smodel does not merely replicate the training set;it involves generalisation:
it assumes that certain combination of predictors are sufficient to determine the outcomes, other
predictors beingirrelevant.

Predictors

Figure 7—- Training set and decision tree for bail decisions

In this example we can distinguish the elementsin Figure 6. The table in Figure 7 is the training set.
The software that constructs the decision tree, is the learning algorithm. The decision tree itself, as
shown in Figure 7 is the algorithmic model, which codes the logic of the human decisions in the
training set. The software that processes new cases, using the decision tree, and makes predictions
based on their features of such cases, is the predicting algorithm. In this example, as noted above,
the decision tree reflects the attitudes of the decision-makers whose decisions are in the training
set:itreproduces their virtues and biases.

Forinstance, according tothe decisiontree,the fact that the accuseconcerns a drug-related offence
is sufficient for bail to be denied. We may wonder whether this is a fair criterion for assessing bail
requests. Note also that the decision tree (the algorithmic model) also provides answers for cases
that do not fit exactly any example in the training set. For instance, no example in the training set
concerns a drug-related offence with no weapon and no previous record. However, the decision
tree provides an answeralso forthis case: there should be no bail, as thisis what happensin alldrug-
related cases in the training set.

As another simplified example of supervised machine learning consider the training set and the
rules in figure 7. In this case too, the learning algorithm, as applied to this very small set of past
decisions, delivers questionable generalisation, suchas the predictionthatyoung age would always
lead to a rejection of the loan applications and that middle age would always lead to acceptance.
Usually, in order to givereliable prediction, a training set must include a vast number of examples,
each described through alarge set of predictors.

Reinforcement learning is similar to supervised learning, asboth involve training by way of examples.
However, in the case of reinforcement learning the systems learns from the outcomes of its own
action, namely, through the rewards or penalties (e.g., points gained or lost) that are linked to the
outcomes of such actions. For instance, in case of a system learning how to play a game, rewards
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may be linked to victories and penalties to defeats; in a system learning to make investments,
rewards may be linked to financial gains and penalties to losses; in a system learning to target ads
effectively, rewards may be linked to users' clicks, etc. In all these cases, the system observes the
outcomes of its actions, and it self-administers the corresponding rewards or penalties. Being
geared towards maximising its score (its utility), the system will learn to achieve outcomes leading
to rewards (victories, gains, clicks), and to prevent outcomes leading to penalties. With regard to
reinforcement learning too, we can distinguish the learner (the algorithm that learns how to act
successfully, based on the outcomes of previous actionsby the system) and the learned model (the
output of the learner, which determines the system'snew actions).

In unsupervised learning, finally, Al systems learn without receiving external instructions, either in
advance or as feedback, about whatis right or wrong. The techniques for unsupervisedlearningare
usedin particular, for clustering, i.e., for grouping the set of items that present relevant similarities
or connections (e.g., documents that pertain to the same topic, people sharing relevant
characteristics, or terms playing the same conceptual roles in texts). For instance, in a set of cases
concerning bail or parole, we may observe that injuries are usually connected with drugs (not with
weapons as expected), or that people having prior record are those who are related to weapon.
These clusters might turn out to be informativeto ground bail or parole policies.

2.2.4. Neural networks and deep learning

Many techniques have been deployed in machine learning: decision trees, statistical regression,
support vector machine, evolutionary algorithms, methods for reinforcement learning, etc
Recently, deep learning based on many-layered neural networks has been very successfully
deployed especially, but not exclusively, where patterns have to be recognised and linked to
classifications and decisions (e.g., in detecting objects in images, recognising sounds and their
sources, making medical diagnosis, translating texts, choosing strategies in games, etc.). Neural
networks are composed of a set of nodes, called neurons, arranged in multiple layersand connected
by links. They are so-called, since they reproduce someaspects of the human nervous system, which
indeed consists of interconnected specialised cells, the biological neurons, which receive and
transmit information. Neural networks were indeed developed under the assumption that artificial
intelligence could be achieved by reproducing the human brain, rather than by modelling human
reasoning, i.e., that artificial reasoningwould naturally emerge out of an artificial brain (though we
may wonder to what extent artificial neural networks and human brains really share the similar
structuresand processes

Each neuron receives signals (numbers) from connected neurons or from the outside, and these
signals are magnified or diminished as they cross incoming links, according to the weights of the
latter. The neuron applies some calculations to the input it receives, and if the result reaches the
neuron's threshold, the neuron becomes active sending signals tothe connected neurons or outside
of the network. The activationstarts fromnodesreceiving externalinputsand spreads through the
network. The training of the network takes place by telling the network whether its answers (its
outputs) areright or wrong. If an answer by the network is wrong, the learning algorithm updates
the network - i.e., it adjusts the weights of the connections - so that next time the network is
presented with thatinput, it willgive the correct answer. Figure 8 shows a simplified representation
of a multi-layered neural network (real networks may have many more layers of neurons) for face
recognition, where the initial layers learn very generic aspects of the images (border, colours,
shapes, etc.) while higher layers engage with the elements of human faces.

13
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Figure 8— Multilayered (deep) neural network for face recognition

In the case of the neural network, the learning algorithm modifies the network until it achieves the
desired performance level, while the outcome of the learning — algorithmic model - is the network
in its final configuration.

As previously noted, the learning algorithm is able to modify the neural network (the weights in
connections and neurons) so that the network is able to provide the most appropriate answers.
Under the supervised learning approach, the trained network will reproduce the behaviour in the
training set; under the reinforcement learning approach, the network willadopt the behaviour that
maximises its score (e.g. the reward pointslinked to gains in investments or to victories in games).

2.2.5. Explicability

Different machine learning approaches differ in their ability to provide explanations. For instance,
the outcome of a decision tree can be explained through the sequence of tests leading to that
outcome. In our example, if bail is refused after testing No for Drug, Yes for Weapons and Yes for
Previous record, an explanation is provided by a corresponding rule: if No Drug and Weapons and
Previous Record, then No Bail.

Unlike a decision tree, a neural networkdoes not provide explanationsof its outcomes. It is possible
to determine how a certain output has resulted from the network's activation, and how that
activation, inresponse to a given input, was determined by the connections between neurons (and
by the weights assigned to such connections as a result of the network's training) and by the
mathematical functions governing each neuron. However, this information does not show a
rationale thatis meaningfulto humans: it does not tell us why a certain response was given.

Many approaches exist to providing explanations of the behaviour of neural networks and other
opaque systems (also called 'black boxes'). Some of these approaches look into the system to be
explained, and build explanations accordingly (e.g., looking at the outcomes of the network's
different layers, as in the examplein Figure 8). Other approachesbuild explanations on the basis of
the network's external behaviour: they only consider the relation between the inputs provided by
the network and the outcomes it delivers, and build arguments or otherexplanations accordingly.
However, advancements of human-understandable explanation of neural networks have so far
been quite limited still.”? Unfortunately, in many domains, the systems whose functioning is less
explicable provide higher performance. Thus, comparative advantages in performance and in
explicability may have to be balanced, in order to determine what approach should be adopted in

22 Guidotti et al (2018).
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a machine learning system. The best balance also depends on the domain in which the system is
used and on the importance of theinterests that are affected. When public action is involved and
key human interests are at stake (e.g., as in judicial decisions) explanation is paramount.

Even when a system can only be viewed as a black box, however, some critical analyses of its
behaviour are still possible. Through sensitivity analysis - i.e., by systematically checking whether
the output changes if the value of certain input features is modified, leaving all other features
unchanged - we can understand what features determine the system's output. For instance, by
checking whether the prediction of a system meant toassess creditworthiness changes if we modify
the place of birth or residence of the applicant, we can determine whether this input feature is
relevant to the system's output. Consequently, we may wonder whether the system unduly
discriminated people depending on their ethnicity or social status, which may be linked to place of
birth or residence.

2.3. Al and (personal) data

The following sections will consider the interaction between Al and big data. First, the use of big
data for Al-bases predictions and assessments will be introduced. The ensuing risks and
opportunities will be analysed. Then, decision-making concerning individuals will be addressed,
with a focus on fairness and non-discrimination. Finally, the issues concerning profiling, influence
and manipulation will be analysed, including those related to pervasive surveillance by private
actors and governments.

2.3.1. Data for automated predictions and assessments

To predict a certain outcome in a new case meansto jump fromcertain known features of that case,
the so-called predictors (also called independent variables, or features), to an unknown feature of
that case, the target to be predicted (also called dependent variable, or label). This forecastis based
of models that capturegeneral aspects of the contexts being considered, on the basis of which it is
possible to connect the values of predictors and targets.Forinstance a modelin the medical domain
may connect symptoms to diseases, a psychometric model may connect online behaviour (e.g,
friends, posts and likes on a social network)to psychological attitudes; etc.

Such models may be created by humans (whoformulate the rules and conceptsin the model), even
when the application of the models is delegated to a machine (as in rule-based expert systems).
However, as noted in Section 2.2.2, the construction (learning) of the models, and not only their
application is increasingly entrusted to machines. In the machine learning approach, machines
discover the probabilistic correlations between predictors and targets, and then apply these
correlations to make predictions in new cases. Thanks to the combination of Al techniques, vast
masses of data, and computational power, it has become possible to base automated predictions
and assessments on a much larger sets of examples, taking intoaccount a much larger set of features
of each ofthem, so as to achieve useful level of accuracy in many domains.

Forinstance, targeted advertising may be basedon records linking the characteristics and behaviour
of consumers (gender, age, social background, purchase history, web browsing, etc.) to their
responses to ads. Similarly, the assessment of job applications may be based on records linking
characteristics of previous workers (education, employment history, jobs, aptitude tests, etc.), to
their work performance; the predictionof the likelihoods of recidivism by a particular offender may
be based on records combining characteristics of past offenders (education, employment history,
family status, criminal record, psychological tests, etc.) with data or assessments on their recidivism;
the prediction of a prospective borrower's creditworthiness may be based on records linking the
characteristics of pastborrowers to data or assessments about their creditworthiness; the diagnosis
of diseases or the suggestion of personalised medical treatments may be based on the records of
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past patients, linking their characteristics and medical tests to subsequent medical conditions and
treatments.

As a result of the need to learn by analysing vast amount of data, Al has become hungry for data,
and this hunger has spurred data collection, in a self-reinforcing spiral.” Thus, the development of
Al systems based on machine learning presupposes and fosters the creation of vast data sets, ie,
big data*.

The collection of data is facilitated by the availability of electronic data as a by-product of using any
kind of ICT system. Indeed, a massive digitisation has preceded most Al applications, resulting
from the fact that data flows are produced in all domains where computing is deployed.® For
instance, huge amounts of data are collected every second by computers that execute economic
transactions (as in e-commerce)'’, by sensors monitoring and providing input to physical objects
(e.g., vehicles or smart home devices), by the workflows generated by economicand governmental
activities (e.g., banking, transportation, or taxation, etc.); by surveillance devices (e.g. traffic cameras,
or access control systems); and systems supporting non-market activities (e.g. internet access,
searching, or social networking).

Inrecent years, thesedata flows have been integratedinto a global interconnected data-processing
infrastructure, centred on,but not limited to, the Internet. This infrastructure constitutesa universal
medium for communicating, accessing data, and delivering anykind of private and public services.
It enables citizens to shop, use banking and other services, pay taxes, get government benefits and
entitlements, access information and knowledge, and build social connections. Algorithms - often
powered by Al - mediate citizens' access to content and services, selecting information and
opportunities for them, while at the same time recording any activity. Today, this global
interconnected data-processing infrastructure seems to include about 30 billion devices -
computers, smartphones,industrial machines, cameras, etc.— which generate masses of electronic
data (see Figure9).

2 Cristianini (2016).
24 Mayer-Schonbergerand Cukier (2013).
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Figure 9— Number of connected devices

Figure 10 provides a comparative overview of what takes place online every minute.
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Figure 10— Data collected in aminuteof online activity worldwide

Al's hunger for data concerns any kind ofinformation: from meteorological data, to environmental
ones, to those concerning industrial processes. Figure 4 gives anidea of the growth of data creation.
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Figure 11 - Growth of global data

2.3.2. Al and big data: risks and opportunities

The integration of Al and big fata technologies into the global data-processing infrastructure can
deliver a lot of benefits: better access to information; generation and distribution of knowledge
across the globe; cost savings, greater productivity, and value creation; new creative and well-
paying jobs; individualised private and public services; environmentally-friendly management of
utilities and logistics; novel informationand consulting services; support for transparency; remedies
against biases and discriminations, etc. Greatadvances areenabled in many domains: scientists can
discover correlations, formulate hypotheses and develop evidence-based models; doctors can
provide better diagnosis and personalised and targeted therapies; firms can anticipate market
trends and make more efficient decisions; consumers can make more informedchoices and obtain
personalised services; public authorities can anticipate risks, prevent damages, optimise the
management of public goods (such as the environment) and coordinate citizens' actions (e.g, the
management of traffic, energy consumption, and utilities). And more good can come in the future.
As has been argued by Ray Kurzweil, an inventor, futurist,anddirector of engineering at Google:

Through [information] technologies we can addressthe grand challenges of humanity,
such as maintaining a healthy environment, providing the resources for a growing
population (including energy, food, and water), overcoming disease, vastly extending
human longevity, and eliminating poverty. It is only by extending ourselves with
intelligent technology thatwe can deal with the scale of complexity needed. *

In some cases, Al can fully replace human activities (e.g., in driverless vehicles, cleaning robots, and
certain planning and scheduling tasks in logistics). In many cases it rather complements human
capacities: it enhances the human ability to know and act, it supports creativity and invention.”®
Thanks to Al, it may be possible to achieve a new cooperation between humans and machines,
which overcomes the classical model in which machines only performed routine and repetitive
tasks. This integration was already predicted in the early 1960s' by JK Licklider, a scientistwho played
a key role in the development of the Internet. He argued that in the future, cooperation between
human and computer would include creative activities, i.e., 'making decisions and controlling

25 Kurzweil (2012).
26 McAfee, and Brynjolfsson (2019).
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complexsituations without inflexible dependence on predetermined programs.” Today, it is indeed
possible to integrate humans and machines in new ways that not only exploit synergies, but may
also preserve and enhance humaninitiative and work satisfaction.?

However, the development of Al and its convergence with big data also leads to serious risks for
individuals, for groups, and for the whole of society. For one thing, Al can eliminate or devalue the
jobs of those who can be replaced by machines: many risk losing the 'race against the machine',?
andtherefore being excluded from or marginalised in the job market. This may lead to povertyand
social exclusion, unless appropriate remedies are introduced (consider, for instance, the future
impact of autonomous vehicles on taxi and truck drivers, or the impact of smart chatbots on call
centres workers).

Moreover, by enabling big tech companies to make huge profits with a limited workforce, Al
contributes to concentrating wealth in those who invest in such companies or provide them with
high-level expertise. This trend favours economic models in which 'the winner takes all'. Within
companies, monopoly positions tend to prevail, thanks to the networkeffect (users' preference for
larger networks), coupled with economies of scale (enabled by automation) and exclusive or
preferentialaccess to data andtechnologies. Within workers, financial and other benefits, as well as
work satisfaction, tendto accrue only tothose who can engagein high-level functions that have not
yet been automated. To addressthe adverse impact of Al, appropriate political and social strategies
must ensure that everyone will benefit from Al, thanks to workers' training, human-machine
interactions focused on engagement and creativity, broader access to data and technologies,
wealth redistribution policies.

Thereis also a need to counter the new opportunities for illegal activities offered by Aland big data.
In particular, Al and big data systems can fall subject to cyberattacks (designed to disable critical
infrastructure, or steal or rig vast data sets, etc.), and they can even be used to commit crimes (e.g,
autonomous vehicles can be used for killing or terrorist attacks, and intelligent algorithms can be
used for fraud or other financial crimes).** Evenbeyondthe domain of outrightillegal activities, the
power of Al can be used to purse economic interests in ways that are harmful to individuals and
society: users, consumers,and workers can be subject to pervasive surveillance, controlled in their
access to information and opportunities, manipulated in their choices.

Certain abuses may beincentivised by the fact that manytech companies — such asmajor platforms
hosting user-generated content — operate in two- or many-sided markets. Their main services
(search, social network management, access to content, etc.) are offered to individual consumers,
buttherevenue stream comes from advertisers, influencers, and opinion-makers (e.g., in political
campaigns). This means not only that any information thatis useful for targetedadvertising will be
collected and used for this purpose, butalso that platforms willemploy any meansto capture users,
sothatthey can be exposed to ads and attemptsat persuasion. This maylead not only to a massive
collection of personal data about individuals, to the detriment of privacy, but also to a pervasive
influence on their behaviour, tothe detrimentof both individual autonomy and collective interests.
Additionally, profit-driven algorithms can combine in order to advance anticompetitive strategies,
to thedetriment not only competitorsbut also of consumers. Alalso can contribute to polarisation
and fragmentationin the public sphere,*' and to the proliferation of sensational and fake news,

27 Licklider (1960).

28 McAfee and Brynjolfsson (2019), Mindell (2015).
29 Brynjolfsson and McAfee (2011).

30 Bhuta et al (2015).

31 Sunstein (2007).
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when used to capture users by exposing them to information they may like, or which accords with
their preferences, thereby exploiting their confirmation biases.*

Just as Al can be misused by economic actors, it can also be misused by the public section.
Governments have manyopportunities touseAlfor legitimate politicalandadministrative purposes
(e.g., efficiency, cost savings, improved services), but they may also employ it to anticipate and
control citizens' behaviourin ways that restrict individual liberties andinterfere with the democratic
process.

2.3.3. Al in decision-making concerning individuals: fairness and
discrimination

The combination of Al and big data enables automated decision-making even in domains that
require complexchoices, based on multiple factors,and on non-predefined criteria. In recent years,
a wide debate has taken place on the prospectsand risks of algorithmicassessments and decisions
concerning individuals

Some scholars have observed thatin many domains automated predictions and decisions are not
only cheaper, but alsomore precise and impartial than humanones. Al systems can avoid the typicl
fallacies of human psychology (overconfidence, loss aversion, anchoring, confirmation bias,
representativeness heuristics, etc.),and the widespread human inability to process statistical data,*
as well as typical human prejudice (concerning, e.g., ethnicity, gender, or social background). In
many assessments anddecisions—on investments, recruitment, creditworthiness, or also on judidal
matters, such as bail, parole, and recidivism - algorithmic systems have often performed better,
according to usual standards, than human experts.

Others have underscored the possibility that algorithmic decisions may be mistaken or
discriminatory. Only in rare cases will algorithms engage in explicit unlawful discrimination, so-
called disparate treatment, basing their outcome on prohibited features (predictors) such as race,
ethnicity or gender. More often a system's outcome will be discriminatory due to its disparate
impact, i.e., sinceit disproportionately affects certain groups, without an acceptable rationale.

As noted in Section 2.2.3, systems based on supervised learning may be trained on past human
judgements and may therefore reproduce the strengthsand weaknesses of the humans who made
these judgements, including their propensities to error and prejudice. For example, a recruitment
system trained on the past hiring decisions will learn to emulate the managers' assessment of the
suitability of candidates, rather than to directly predict an applicant's performance at work. If past
decisions were influenced by prejudice, the system will reproduce the same logic.** Prejudice baked
into training sets may persist even if the inputs (the predictors) to the automated systems do not
include forbidden discriminatoryfeatures, such as ethnicity or gender. This may happen whenever
a correlation exists between discriminatory features and some predictors considered by the system.
Assume, for instance, that a prejudiced humanresources managerdid not in the past hire applicants
from a certain ethnic background, and that people with that background mostly live in certain
neighbourhoods. A training set of decisions by that manager will teach the systems not to select
people from those neighbourhoods, which would entail continuing to reject applications from the
discriminated-againstethnicity.

32 pariser (2011).

33 Kahneman (2011).

34Kahneman (2011, Ch. 21),Kleinberg et al (2019).
3 Kleinberg et all (2019).

20



The impact of the General Data Protection Regulation (GDPR) on artificial intelligence

In other cases, a training set may be biased againsta certain group, since the achievement of the
outcome being predicted (e.g., job performance) is approximated through a proxy that has a
disparate impact on that group. Assume, for instance, that the future performance of employees
(the target of interest in job hiring) is only measured by the number of hours worked in the office.
This outcome criterion will lead to past hiring of women — who usually work for fewer hours than
men, having to cope with heavier family burdens - being considered less successful than thehiring
of men; based on this correlation (as measured on the basis of the biased proxy), the systems will
predict a poorer performance of female applicants.

In other cases, mistakes and discriminations may pertain to the machine-learning system's biases
embedded in the predictors. A system may perform unfairly, since it uses a favourable predictor
(input feature) that only applies to members of a certain group (e.g., the fact of having attended a
socially selective high-education institution). Unfairness mayalso result from taking biased human
judgements as predictors (e.g.,recommendation letters).

Finally, unfairness may derive from a data set that does reflect the statistical composition of the
population. Assume forinstance that in applicationsfor bail or parole, previous criminal record plays
arole, and that members of a certain groups are subject to stricter controls, so that their criminal
activity is more often detected and acted upon. This would entail that members of that group wil
generally receive a less favourable assessment than members of other groups having behaved in
the sameways.

Members of a certain group mayalso suffer prejudice when thatgroup is only represented by a very
small subset of the training set, since thiswill reduce the accuracy of predictionsfor that group (eg,
consider the case of a firm that has appointed few women in the past and which uses its records of
past hiring as its training set).

It has also been observed that it is difficult to challenge the unfairness of automated decision-
making. Challenges raised by the individuals concerned, even when justified, may be disregarded
or rejected because they interfere with the system's operation, giving rise to additional costs and
uncertainties. In fact, the predictions of machine-learning systems are based on statistical
correlations, against which it may be difficult toargue on this basis of individual circumstances, even
when exceptions would be justified. Here is the perspective of Cathy O'Neil, a machine-learning
expert who has become a critic of the abuses of automation:

An algorithm processes a slew of statistics and comes up with a probability that a
certain person might be a bad hire, a risky borrower, a terrorist, or a miserable teacher.
That probability is distilled into a score, which can turn someone's life upside down.
Andyet when the personfights back, 'suggestive' countervailing evidence simply won't
cutit. The case must beironclad. The human victims of WMDs, we'll see time and again,
are held to a far higher standard of evidence than the algorithms themselves >

These criticisms have been countered by observingthat algorithmic systems, even when based on
machinelearning, are more controllable thanhuman decision-makers, their faults can be identified
with precision, and they can beimproved and engineered to preventunfair outcomes.

[W]ith appropriate requirements in place, the use of algorithms will make it possible to
more easily examine and interrogate the entire decision process, thereby making it far
easier to know whether discrimination has occurred. By forcing a new level of
specificity, the use of algorithms also highlights, and makestransparent, central trade-

36 O'Neil (2016)
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offs among competing values. Algorithms are not only a threat to be regulated; with
theright safeguards in place, they have the potential to be a positive force for equity.*”

In conclusion, it seems that issues that have just been presented should not lead us to exclude
categorically the use ofautomated decision-making. The alternative toautomated decision-making
is not perfect decisions buthuman decisions with all their flaws: a biased algorithmic system can still
befairer than an even morebiased humandecision-maker. In many cases, the best solution consists
in integrating humanand automatedjudgements, by enablingthe affected individuals to request a
human review of an automated decision as well as by favouring transparency and developing
methods and technologies that enable human experts to analyse and review automated decision-
making. In fact, Al systems have demonstrated an ability to successfully also act in domains
traditionally entrusted the trained intuition and analysis of humans, such as medical diagnosis,
financialinvestment, the granting of loans, etc. The future challenge will consist in finding the best
combination between human and automated intelligence, taking into account the capacities and
the limitations of both.

2.3.4. Profiling, influence and manipulation

The use of automated assessment systems may be problematic where their performance is not
worse, or even is better, than what humans would do. This is due to the fact that automation
diminishes the costs of collecting informationon individuals, storing this informationand process it
in order to evaluate individuals and make choices accordingly. Thus, automation paves the way for
much more persistent and pervasivemechanismsfor assessmentand control.

In general, thanks to Al, all kind of personal data can be used to analyse, forecast and influence
human behaviour, an opportunity that transforms them into valuable commodities. Information
that was not collected or was discarded as worthless'dataexhaust' — e.g., trails of online activities —
has nowbecomea prized resource.

Through Aland big data technologies —in combinationwith the panoply of sensor that increasingly
trace any human activity — individuals can be subject to surveillance and influence in many more
cases and contexts, on the basis of a broader setof personal characteristics (ranging from economic
conditions to healthsituation, place of residence, personal life choices and events, online and offline
behaviour, etc.). By correlating data about individuals to corresponding classifications and
predictions, Al increases the potential for profiling, namely, for inferring information about
individuals or groups, and adopting assessments and decisions on that basis. The term 'profile'
derives from the Italian 'profilo,' from "profilare," originally meaning to draw a line, especially the
contour of an object: that is precisely the idea behind profiling through data processing, which
means to expand the available data of individuals of groups, soas to sketch — describe or anticipate
— their traits and propensities.

A profiling system establishes (predicts) that individuals having certain features F;, also have a
certain likelihood of possessing certainadditional features F». For instance, assume that the system
establishes (predicts) that those having a genetic patterns have the tendency to develop a higher
than average chance to develop cancer, or thatthosehaving a certain education and job history or
ethnicity have a certain higher-than-average likelihood to default of their debts). Then we may say
that this systemhas profiled the group of the individuals possessingfeatures Fi: it has added to the
description (the profile) of these group a new segment, namely, the likelihood of possessing the
additional features F.. If the system is then given the information that a specific individual has
features F;, then the system can infer that it likely that this individual also has feature F.. This may
lead to the individual being treated accordingly, in a beneficial or a detrimental way. For instance,
in the case in which the inferred feature of an individualis his or her higher susceptibility to cancer,

37 Kleinberg, Ludwig, Mullainathan, and Sunstein (2018, 113).
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the system'sindicationmay provide the basis for preventive therapiesand tests,or rather fora raise
in theinsurance premium.

Theinformation so inferred mayalso be conditional, that is, it may consist in the propensity to react
in a certain way to given inputs. For instance, it may consist in in the propensity to respond to a
therapy with improved medical condition, or in the propensity to respond to a certain kind of ad or
to a certain price variation with a certain purchasing behaviour, or in the propensity to respond a
certain kind of message with a change in mood or preference (e.g., relatively to political choices).
When that is the case, profiling potentially leads to influence and manipulation.

Assume, too, that the system connects certain values for input features (e.g., having a certain age,
gender, social status, personality type, etc.) to the propensity to react to a certain message (eg, a
targeted ad) with a certain response (e.g., buyinga certain product). Assume also thatthe system is
told that a particular individual has these values (he is ayoung male, working class, extrovert, etc).
Then the system would know that by administering to the individual that message, the individual
can probably beinduced to deliver theresponse.

The notion of profiling just presented corresponds to this more elaborate definition:

Profiling is a technique of (partly) automated processing of personal and/or non-
personal data, aimed at producing knowledge byinferring correlationsfromdatain the
form of profiles that can subsequently be applied as a basis for decision-making. A
profile is a set of correlated data that represents a (individual or collective) subject.
Constructing profiles is the process of discovering unknown patterns between data in
large data sets that can be used to create profiles. Applying profiles is the process of
identifying and representing a specific individual or group as fitting a profile and of
taking some form of decision based on thisidentification and representation.?

The notion of profiling in the GDPR only covers assessments or decisions concerning individuals,
based on personal data, excluding the mere construction of group profiles:

'profiling'[...] consists of any form of automated processing of personal data evaluating
the personal aspects relating to a natural person, in particular to analyse or predict
aspects concerningthe data subject's performance at work, economic situation, health,
personal preferences or interests, reliability or behaviour, location or movements,
where it produces legal effects concerning him or her or similarly significantly affects
him or her.

Even when an automated assessment and decision-making system — a profile-based system —is
unbiased, and meant to serve beneficial purposes, it may negatively affect the individuals
concerned. Those who are subject to pervasive surveillance, persistent assessments and insistent
influence come under heavy psychological pressure that affects their personalautonomy, and they
are susceptible to deception, manipulationand exploitationin multiple ways.

2.3.5. The dangers of profiling: the case of Cambridge Analytica

The dangers involved in profiling have emerged with clarity in the Cambridge Analytica case,
concerning attempts at influencing voting behaviour - in the United States' 2016 election and
possibly also in the Brexit referendum - based of massive processing of personal data. Figure 12
shows the main steps concerning Cambridge Analytica involvement in the US elections.

38 Bosco et al (2015); see also Hildebrandt, M. (2009).
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Cambridge Analytica: how 50m Facebook records were hijacked
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Figure 12— The Cambridge Analytica case

First of all, people being registered as voters in the USA were invited to take a detailed
personality/political test (about 120 questions), available online. The individuals taking the test
would be rewarded with a small amount of money (from two to five dollars). They were told that
their data would only be used for the academicresearch.

About 320000 voters tookthe test.In order to be receive the reward each individual taking the test
had to provide access to his or her Facebook page (step 1). This allowed the systemto connect each
individual's answersto the informationincluded in his or her Facebook page.

When accessing a test taker's page, Cambridge Analytica collected not only the Facebook page of
test takers, but also the Facebook pages of their friends, between 30 and 50 million people
altogether (step 2). Facebookdatawas also collected from othersources.

After this data collection phase, Cambridge Analytica had at is disposition two sets of personal data
to be processed (step 3): the data about the test takers, consisting in the information on their
Facebook pages, paired with their answers to the questionnaire, and the data about their friends,
consisting only in the information on their Facebookpages.

Cambridge Analytica used the data about test-takers asa trainingset for building a model to profie
their friends and other people. More precisely, the data about the test-takers constituted a vast
training set, where the information on an individual's Facebook pages (likes, posts, links, etc)
provided values for predictors (features) and the answers to the questionnaire (and psychological
and political attitudes expressed by such answers) provided values the targets. Thanks to its
machine leaning algorithms Cambridge Analytica could use this data to build a model correlating
the information in people's Facebook pages to predictions about psychology and political
preferences. At this point Cambridge Analytica engaged in massive profiling, namely, in expanding
the data available on the people who did not take the test (their Facebook data, and any further
datathat was available on them), with the predictions provided by the model. For instance, if test-
takers having a certain pattern of Facebook likes and posts were classified as having a neurotic
personality, the same assessmentcould be extended also to non-test-takers having similar patterns
in their Facebook data.
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Finally (stage 4), based on this personality/political profiling, potential voters who were likely to
change their voting behaviour were identified (in US States in which a small change could make a
difference) if prodded with appropriate messages. These voters where targeted with personalised
political ads and with other messages that could trigger the desired change in voting behaviour,
possibly building upon their emotions and prejudice and without making them aware of the
purpose of such messages.*

2.3.6. Towards surveillance capitalism or surveillance state?

Some authors have taken a positive view of the development of systems based on the massive
collection of information. They have observed that the integration of Al and big data enables
increased efficiency and provides new means for managing and controlling individual and social
behaviour.

When economic transactions — and more generally social interaction and individual activities— are
computer-mediated, they provide for a ubiquitous and granular recording of data: computer
systems can observe, verify and analyse anyaspects of the activities in question.* Therecorded data
can be used to construct user profiles, to personalise interactions with users (as in targeted
commercial communication), to engage in experimentation (e.g., to evaluate user responses to
changes in prices and messaging), to guide and control behaviour (e.g., for the purpose of economic
or political persuasion).In this context, new models of economic and social interaction become
possible, which are based on the possibility of observing every behaviour,and of automatically
linking penalties and rewards to it. Consider for instance how online consumers trust vendors of
goods and services with whom they have never had any personal contact, relying on the platform
through which such goods and services are provided, and on the platform's methods for rating,
scoring, selecting, and excluding. Consider too how blockchain systems - through a shared
unmodifiable ledger recording all transactions — enable the creation of digital currencies, self-
executing smart contracts,and digital organisations.

According to Alex Pentland the director of the Human Dynamics Lab at the MIT Media Lab, Al and
big data may enable the development of a 'social physics', i.e., a rigorous social science.*' The
availability of vast masses of data and of methods and computational resources to process these
data could support a social science having solid theoretical-mathematical foundations as well as
operational capacities for social governance.

By better understanding ourselves, we can potentially build a world without war or
financial crashes, in which infectious disease is quickly detected and stopped, in which
energy, water, and other resources are no longer wasted, and in which governments
are part of the solution ratherthan part of the problem.

The prospect for economic and social improvement offered by Al and big data is accompanied by
therisks referred to as 'surveillance capitalism'and the 'surveillance state'.

According to ShoshanaZuboff, surveillance capitalism is the leading economic model of the present
age.” Zuboff points out to the classic analysis by historian Karl Polanyi* who observed that
industrial capitalism also treats as commodities (productsto be sold in the market) entities thatare
not produced for the market: human life becomes 'labour’ to be bought and sold, nature becomes
'land’ or 'real estate’, exchange becomes ‘'money.' As a consequence, the dynamics of capitalism

3% 0On the problems related to disinformation and propaganda, see Bayer etal (2019).

4% Varian (2010,2014),

4T Pentland (2015,28),

42 Zuboff (2019), see also Cohen (2019) who prefersto speak of 'informational capitalism.”
43 Polanyi [1944]2001),
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produces destructive tensions — exploitation, destruction of environment, financial crises — unless
countervailing forces, such as law, politics and social organisations (e.g., workers' and consumers'
movements), intervene to counteract, moderate and mitigate excesses. According to Zuboff, the
surveillance capitalism further expands commodification, extendingit to human experience, which
it turns into recorded and analysed behaviour, i.e., it transforms into marketable opportunities to
anticipate and influence.

Surveillance capitalism annexes human experience to the market dynamicso thatit is
reborn as behavior: the fourth 'fictional commodity.' Polanyi's first three fictional
commodities — land, labor, and money — were subjected to law. Although these laws
have been imperfect, the institutions of labor law, environmental law, and banking law
areregulatory frameworksintended to defend society (and nature, life, and exchange)
from the worst excesses of raw capitalism's destructive power. Surveillance capitalism's
expropriation of human experience hasfaced no such impediments.*

Zuboffobserves thatin the case of surveillance capitalism, raw market dynamics can lead to novel
disruptive outcomes. Individuals are subject to manipulation, are deprived of control over their
future and cannot develop their individuality. Social networks for collaboration are replaced by
surveillance-based mechanism of incentives and disincentives.

Consider for instance, how service platforms—suchas Uberor Lyft in the ridesharing section -record
the performance of workers as well the mutual reviews of workers and clients, and link multiple
aspects of job performance to rewards or penalties. This new way of governing human behaviour
may lead to efficient outcomes, butit affects the mental wellbeing and autonomy of the individuals
concerned.® According to Zuboff, we have not yet developed adequate legal, political or social
measures by which tocheck the potentially disruptive outcomes of surveillance capitalismand keep
them in balance.However, she observes, the GDPR could be an important stepin this direction, as
a 'springboard to challenging the legitimacy of surveillance capitalism and ultimately vanquishing
its instrumentarian power', towards 'society's rejection of markets based on the dispossession of
human experience as a means to the prediction and control of humanbehavior for others' profit.

The need to limit the commercial use of personal data has led to new legal schemes not only in
Europe, but also in California, the place where many world-leading 'surveillance capitalists' have
their roots; the CCPA (California Consumer Privacy Act), which came into effect on January 2020,
provides consumerswith rights to access theirdataand to prohibit data sales (broadly understood).

At the governmental level, surveillance capitalism finds its parallel in the so-called 'surveillance
state', which is characterised as follows:

In the National Surveillance State, the government uses surveillance, data collection,
collation, and analysis to identify problems, to head off potential threats, to govern
populations, and to deliver valuable social services. The National Surveillance State is a
special case of the Information State-a state that tries to identify and solve problems of

governance through the collection, collation, analysis, and production of information.
46

In governmenttoo, Aland big data can bring great advantages, supporting efficiency in managing
public activities, coordinatingcitizens' behaviour,and preventing social harms. However, they may
also enable new kinds of influence and control, underpinned by purposes and values that may
conflict with the requirements of democratic citizenship. A paradigmatic example is that of the

44 Zuboff (2019,507).
45 Cristianini, and Scantamburlo (2019).
46 Balkin (2008, 3).

26



The impact of the General Data Protection Regulation (GDPR) on artificial intelligence

Chinese Social credit systems, which collects data about citizensand assigns to those citizens scores
that quantify their social value and reputation. Thissystemis based onthe aggregationand analysis
of personal information. The collected data cover financial aspects (e.g., timely compliance with
contractual obligations), political engagement (e.g., participation in political movements and
demonstrations), involvement in civiland criminal proceedings (past and present) and social action
(e.g. participation in social networks, interpersonal relationships, etc.). Onthe basis these dataitems,
citizens may be assigned positive or negative points, which contribute to their social score. A
citizen's overall score determines his or her access to services and social opportunities', such as
universities, housing, transportation, jobs, financing, etc. The system's purported objective is to
promote mutual trust, and civic virtues. One may wonder whether opportunism and conformism
may be rather promoted to the detriment of individual autonomy and genuine moral and social
motivations.

Thus, the perspective of an integration or symbiosis betweenhumansand intelligentmachine, while
opening bright prospects, does not entail that all applications of Al should be accepted as long as
they meet technological and fairness standards. It has been arguedthat following this approach

Whatis achieved is resignation - the normalization of massive data capture,a one-way
transfer to technology companies, and the application of automated, predictive
solutions to each and every societal problem.*

Indeed, in some cases and domain Aland big dataapplications — even whenaccurate and unbiased-
may have individual and social costs that outweigh their advantages. To address these cases, we
need to go beyond requiring unbiasedness and fairness, and ask further questions, which may
challenge the very admissibility of the Alapplications at stake.

Which systems really deserve to be built? Which problems most need to be tackled?
Who is best placed to build them? And who decides? We need genuine accountability
mechanisms, externalto companiesand accessible to populations. Any A.l. systemthat
is integrated into people's lives must be capable of contest, account, and redress to
citizens and representatives of the publicinterest.*®

Consider, forinstance, systems thatare able to recognise sexual orientation, or criminal tendendies
from the faces of persons. Should we just ask that whether these systems provide reliable
assessments, or should we rather askwhether they should be built at all. Should we 'ban them, or at
least ensure they are only licensed for socially productive uses?* The same may concern extremely
intrusive ways to monitor, analyse, punishor reword the behaviourof workers by online platforms
for transportation (e.g. Uber) or other services. Similarly, some Al-based financial application, even
when inclusive, may have a negativeimpact on their addressees, e.g., pushing theminto perpetual
debt.”®

2.3.7. The general problem of social sorting and differential treatment

The key aspect of Al system, of the machine learning type, is their ability to engage in differential
inference: different combinations of predictor-values are correlated to different predictions. As
discussed above, when the predictors concern data on individuals and their behaviour, the
prediction also concernsfeaturesor attitudes of suchindividuals. Thus, forinstance, asnotedabove,

47 Powles and Nissenbaum (2018).
“8 Powles and Nissenbaum (2018).
49 pasquale (2019).
50 Pasquale (2019).
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a certain financial history, combined with data on residence orinternetuse, can lead to a prediction
concerning financial reliability and possibly to a credit score.

A new dynamic of stereotyping and differentiation takes place. On the one hand, the individuals
whose data support the same prediction, will be considered and treated in the same way. On the
other hand, the individuals whose datasupport different predictions, will be consideredand treated
differently.

This equalisation and differentiation, depending on the domains in which it is used and on the
purposes thatit is meant to serve, may affect positively or negatively the individuals concerned but
also broader socialarrangements.

Consider forinstance the use of machinelearningtechnologiesto detector anticipate health issues.
When used to direct patients to therapies or preventive measures that are most suited to their
particular conditions, these Al applications are certainly benéeficial, and the benefits outweigh - at
least when accompanied by corresponding security measures — whatever risks that may be linked
to the abuse of patients' data. The benefits, moreover, concern in principle all data subjects whose
data are processed for this purpose, since each patient has an interest in a more effective and
personalised treatment. Processing of health-related data may also be justified on grounds of public
health (Article 9 (2)(h)), and in particular for the purpose of 'monitoring epidemics and their spread'
(Recital 46). This provision has become hugely relevantin the context of the Coronavirus disease
2019 (COVID-19) epidemics. In particular a vast debate has been raised by development of
applications for tracing contacts, in order to timely monitor the diffusion of the infection.*' Al is
being applied in the context of the epidemics in multiple ways, e.g., to assess symptoms of
individuals and to anticipate the evolution of the epidemics. Such processing should be viewed as
legitimate as long as it effectively contributes to limit the diffusion and the harmfulness of the
epidemics, assuming that the privacy and data protection risks are proportionate to the expected
benefit,and that appropriate mitigation measuresare applied.

The use of the predictions based on health data in the context of insurance deserves a much less
favourable assessment. In this case there would be some gainers, namely the insured individuals
getting a better deal based on theirfavourable heath prospects, but also some losers, namely those
getting a worse deal because of their unfavourable prospects. Thus, individuals who already are
disadvantaged because of their medical conditions would suffer further disadvantage, being
excluded from insurance or being subject to less favourable conditions. Insurance companies
having the ability (based on the data)to distinguish the risks concerning differentapplicants would
have a competitive advantage, being able to provide better conditions to less risky applicants, so
thatinsurerswould be pressured to collect as much personal data as possible.

Even less commendable would be the use of health predictions in the context of recruiting, which
would involve burdening less healthy people with unemploymentor with harsherwork conditions.
Competition between companies would also be affected, and pressure for collecting health data
would grow.

Let us finally consider the domain of targeted advertising. In principle, there seems to be nothing
wrong in providing consumers with ads match their interests, helping them to navigate the huge
set of options that are available online. However, personalised advertising involves the massive
collection of personal data, which is used in the interests of advertisersand intermediaries, possibly
againsttheinterests of data subjects.Such data provide indeed new opportunities for influence and

>! See the European Data Protection Board Guidelines 04/2020 on the use of location data and contact-tracing toolsin the
context of the Covid-19 outbreak.
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control, they can be used to delivers deceitful, or aggressive messages, or generally messages that
bypass rationality by appealingto weaknessesand emotions.

Rather than predominantly stimulating the development and exercise of conscious and
deliberate reason, today's networked information flows [...] employ a radical
behaviorist approach to human psychology to mobilize and reinforce patterns of
motivation, cognition, and behavior thatoperate on automatic, near-instinctual levels
and that may be manipulated instrumentally.>

Thus, people may be induced to purchase goodsthey donot need, tooverspend, to engage in risky
financial transactions, to indulge in their weaknesses (e.g. gambling or drug addiction). The
opportunity for undue influence is emphasised by the use of psychographictechniquesthatenable
psychological attitudes to be inferred from behaviour, and thus disclose opportunities for
manipulation.*

Even outside of the domain of aggressive or misleading advertising, we may wonder what real
benefits to consumers and to society may be delivered by practices such as price discrimination,
namely, the policy of providing different prices and different conditions to different consumers,
depending on predictions ontheirreadiness to pay. Economisthave observed that this practice may
notonly harm consumersbut also affect the functioning of markets.

Because Al and big data enable firms to assess how much each individual values
different products and is therefore willing to pay, they give these firms the power to
price discriminate, to charge more to those customers who value the product more or
who havefewer options.Price discrimination not only is unfair, but it also undermines
the efficiency of the economy: standard economic theory is based on the absence of
discriminatory pricing.*

The practice of price discrimination shows how individuals may be deprived of access to some
opportunitieswhen theyare provided with personalised informational environment engineered by
third parties, i.e., with informational cocoons where they are presented with data and choices that
are selected by others, accordingto their priorities.

Similar patterns characterise the political domain, where targeted ads and messages can enable
political parties to selectively appeal to individuals having different political preferences and
psychological attitudes, without them knowing what messages are addressed to other voters, in
order to direct such individuals towards the desired voting behaviour, possibly against their best
judgement.In this casetoo, it may be wondered whether personalisation really contributes to the
formation of considered political opinions, or whether it is averse to it. After the Cambridge
Analytica case, some internet companies have recognised how microtargeted political advertising
may negatively affect the formation of political opinion, and have consequently adopted some
remedial measures. Some have refusedto transmit paid political ads (Twitter), others have restricted
thefactors usedfor targeting, only allowing general features such asage, gender, or residence code,
to the exclusion of other aspects, such as political affiliation or public voter records (Google).

In conclusion we may say that Al enables new kinds of algorithmic mediated differentiations
between individuals, which need to be strictly scrutinised. While in the pre-Al era differential
treatmentscould be based on the information extracted throughindividualinteractions (the typical
job interview) and human assessments, or on few data points whose meaning was predetermined,
in the Al era differential treatments can be based on vast amounts of data enabling probabilistic

52 Cohen 2019
53 Burr and Cristianini (2019).
>4 Stiglitz (2019, 115).
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predictions, which may trigger algorithmically predetermined responses. The impacts of such
practices can go beyond the individuals concerned, and affect important social institution, in the
economicalas well as in the political sphere.

The GDPR, as we shall see in the following section, provides some constraints: the need for a legal
basis for any processing of personal data, obligations concerning information and transparency,
limitations on profiling and automated decision-making, requirements on anonymisation and
pseudonymisation, etc. These constraints, however, need to be coupled with strong public
oversight, possibly leading to the ban of socially obnoxious forms of differential treatment, or to
effective measures that prevent abuses. The decision on what forms of algorithmic differentiations
toallow is a highly political one, which should be entrusted to technical authoritiesonly under the
direction of politically responsible bodies, such as in particular, parliamentary assemblies. It is a
decision that concerns what society we want to live in, under what arrangement of powers and
opportunities.

2.4. Al, legalvaluesand norms

To promote valuable practices around the use of Al, we need to ensure that the development and
deployment of Al takes place in a sociotechnical framework (inclusive of technologies, human skills,
organisational structures, and norms) where individual interests and social goods are both
preserved and enhanced.

To provide regulatory support to the creation of such a framework, we need to focus not only on
existing regulations, but also on first principles, given that the current rules may fail to provide
appropriate solutions and directions to citizens, companies and enforcement authorities. First
principles include fundamentalrightsand social values at both the ethicaland the legal level.

2.4.1. The ethical framework

A high-level synthesis of the ethical framework for Al is provided for instance by the Al4People
document, which describes the opportunities provided by Al and the corresponding risks as
follows:'

- enabling human self-realisation, without devaluing human abilities;
- enhancing human agency, withoutremoving human responsibility;and
- cultivating social cohesion, withouterodinghumanself-determination.

The High-Level Expert Group on Artificial Intelligence, set up by the European Commission, recently
published a set of ethics guidelines for trustworthy Al. According to the expert group, the
foundation of legal, ethical and robust Al should be grounded onfundamental rightsand reflect the
following four ethical principles:

- Respectfor humanautonomy:humansinteracting with Almustbe able to keep fulland
effective self-determination over themselves. Al should not unjustifiably subordinate,
coerce, deceive, manipulate, condition or herd humans, but should be rather designed
toaugment, complement and empower human cognitive, social and cultural skills.

- Prevention of harm: the protection of human dignity as well as mental and physical
integrity should be ensured. Under this principle, Al systems and the environments in
which they operate must be safe and secure, they should neither cause nor exacerbate
harm or otherwise adversely affect humanbeings.

- Fairness: it should be intended under its substantive and procedural dimension. The
substantive dimension impliesa commitment to:ensuring equal and just distribution of
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both benefits and costs, and ensuring that individuals and groups are free from unfair
bias, discrimination and stigmatisation. The procedural dimension entails the ability to
contest and seek effective redress against decisions made by Al systemsand by the
humans operating them.

- Explicability: algorithmic processes need to be transparent, the capabilities and purpose
of Al systems openly communicated, and decisions explainable to those affected both
directly and indirectly.

According to the High-Level Expert Group,in order to implementand achieve trustworthy Al, seven
requirementsshould be met, building on the principles mentioned above:

- Humanagency and oversight,including fundamental rights;

- Technical robustness and safety, including resilience to attack and security, fall back
plan and generalsafety, accuracy, reliability and reproducibility;

- Privacy and data governance, including respectfor privacy, quality andintegrity of data,
and access to data;

- Transparency, including traceability, explainability and communication;

- Diversity, non-discrimination and fairness, including the avoidance of unfair bias,
accessibility and universal design,and stakeholder participation;

- Societal and environmental wellbeing, including sustainability and environmental
friendliness, socialimpact, society and democracy;

- Accountability, including auditability, minimisation and reporting of negative impact,
trade-offs and redress.

Implementation of these requirements should occur throughout an Al system's entire life cycle as
required by specificapplications.

A recent comparative analysis of documents on the ethics of Al has noted a global convergence
around the values of transparency, non-maleficence, responsibility, and privacy, while dignity,
solidarity and responsibility are less often mentioned.” However, substantial differences exists on
how to how to balance competing requirements, i.e., on howto address cases in which some of the
values just mentioned are affected, but at the same time economic, administrative, political or
military advantages are alsoobtained.

2.4.2. Legal principles and norms

Moving from ethics to law, Al may both promote and demote different fundamental rights and
social values included in the EU Charter and in national constitutions. Al indeed can magnify both
the positive and the negative impacts of ICTs on human rights and social values.* The rights to
privacy and data protection (Articles a 7 and 8 of the Charter) are at the forefront, but other rights
arealso at stake: dignity (article 1), right to liberty and security, freedom of thought, conscience and
religion (Article 10), freedom of expression and information (Article 11), freedom of assembly and
association (Article 12), freedom of arts and science (Article 13), right to education (article 14),
freedom to choose an occupation and right to engage in work (Article 15), right to equality before
the law (Article 20), right to non-discrimination (article 21), equality between men and women
(Article 23), rights of the child (Article 24), right to fair and just working conditions (Article 31), right

55 Jobin etal (2019).
%6 For a review of the impacts of ICTs on rights and values, see Sartor (2017), De Hert and Gutwirth (2009).
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to health care (article 35), right to access to services of general economic interest (Article 36),
consumer protection (Article 38), right to good administration (Article 41), right to an effective
remedy and to a fair trial (Article 47). Besides individual right also social values are at stake, such as
democracy, peace, welfare, competition, social dialogue efficiency, advancement in science, artand
culture, cooperation, civility, and security.

Given the huge breath of its impacts on citizens' individual and social lives, Al falls under the scope
of different sectorial legal regimes. These regimes include especially, though not exclusively, data
protection law, consumer protection law, and competition law. As has been observed by the
European Data Protection Supervisor (EDPS) in Opinion 8/18 on the legislative package 'A New Deal
for Consumers,' there is synergy between the three regimes. Consumer and data protection law
share the common goals of correcting imbalances of informational and market power, and, along
with competition law, they contribute to ensuring that people are treated fairly. Other domains of
thelaw arealsoinvolvedin Al:labour law relative to the new forms of control over workerenabled
by Al; administrative law relative to the opportunitiesand risk in using Alto support administrative
decision-making; civil liability law relative to harm caused by Al driven systems and machines;
contract law relative to the use of Alin preparing, executing and performing agreements; laws on
political propaganda and electionsrelatively to the use of Alin political campaigns; military law on
theuse of Al in armed conflicts; etc.

2.4.3. Someinterests at stake

The significance that Albears to different areas of the law has to do with the nature of theinterest
that are affected by the deploymentof Altechnologies. Hereare some of the interests more directly
and specifically involved.

First, there is the interest in data protection and privacy, namely, the interest in a lawful and
proportionate processing of personal data subject to oversight. This is hardly compatible with an
online environmentwhere every action is tracked, and the resulting data is used to extract further
information about the individuals concerned, beyond their control, and to process this information
in ways that may run counter to theirinterests.

The processing of personal data through Al systems may also affect citizens' interest in fair
algorithmictreatment, namely, their interest in not being subject to unjustified prejudice resulting
from automated processing.

The possibility of algorithmic unfairness, as well as the need tokeep the processing of personal data
under controland tounderstand (and possibly challenge) the reasons fordeterminations thataffect
individuals, raises concernfrom an algorithmic transparency/explicability standpoint. Citizens want
to know how and why a certain algorithmic response has been given or a decision made, so as 'to
understandand hold to account the decision-making processes of Al."

Individualautonomy s affected when citizens interact with black boxes,'” whose functioning is not
accessible tothem, and whose decisions remain unexplained and thus unchallengeable.>®

As observed above, since Al systems have accessto a huge amountofinformation aboutindividuals
and about people similar to them, they can effortlessly use this information to elicit desired
behaviour for purposes that citizens may not share, possibly in violation of fiduciary expectations
they have toward the organisation that is deploying the Al system in question.* Thus, individuals

7 Floridi et al (2018).
58 Pasquale (2015).

59 On fiduciary obligations related to the use of Al, see Balkin (2017).

32



The impact of the General Data Protection Regulation (GDPR) on artificial intelligence

haveaninterestin not being misled or manipulated by Alsystems, but theyalso have an interestin
being able to trust such systems, knowing that the controllers of those systems will not profit from
the people's exposure (possibly resulting from personal data). Reasonable trust is needed so that
individuals do to waste their limited and costly cognitive capacities in trying to fend off Al systems'
attempts to misleadand manipulate them.

Finally, citizens have an indirect interest in fair algorithmic competition, i.e., in not being subject to
market-power abusesresulting from exclusive control over masses of data and technologies. This is
of direct concern to competitors, but the lack of competitionmay negatively affect consumers, too,
by depriving them of valuable options and restricting their sphere of action. Moreover, the lack of
competition enables the leading companies to obtain huge financial resources, which they can use
to further increase their market power (e.g., by preventively buying potential competitors), or to
promote their intereststhrough influence.ngpublic opinion and politics.

2.4.4. Al technologies for social and legal empowerment

To ensure an effective protection of citizens' rights and to direct Al towards individual and sodal
goods, regulatory initiatives are an essential element. However, regulatory instruments and their
implementation by public bodies may be insufficient. Indeed, Al and big data are employed in
domains already characterised by a vast power imbalance, which they may contribute to
accentuate. In fact, these technologies create new knowledge (analytical and forecasting abilities)
and powers (controland influence capacities) and make themavailable to those who govern these
technologies.

To ensure an adequate protection of citizens, beside regulation and public enforcement, also the
countervailing power of civil society® is needed to detect abuses, inform the public, activate
enforcement, etc.In the Al era, an effective countervailing power needs also to be supported by Al
only if citizens and their organisations are able to use Al to their advantage, can they resist, and
respond to, Al-powered companies and governments.®' Moreover, active citizenship is an important
valuein itself, that needs to be preserved and advanced at a time in which we tend to delegate to
technology (andin particular to Al) a vast amountofrelevant decisions.

A few examples of citizen-empowering technologies are already with us, as in the case of ad-
blocking systems as well as more traditional anti-spam software and anti-phishing techniques. Yet,
thereis a need to move a step forward. Services could be deployed with the goal of analysing and
summarising massive amounts of product reviews or comparing prices across a multitude of
platforms. One example in this direction is offered by CLAUDETTE:* an online system for the
automatic detection of potentially unfair clauses in online contracts and in privacy policies.®
Considerable effort has also been devoted to the development of data mining techniques for
detecting discrimination with the aim to build supporting tools that could identify prejudice and
unfair treatments in decisions that regard consumers.*

The growing interest in privacy and data protection has resulted in several proposals for
automatically extracting, categorising and summarising information from privacy documents, and
assisting users in processing and understanding their contents. Multiple Almethodstosupportdata
protection could be merged into integrated PDA-CDA (Privacy digital assistants/consumer digital
assistants), meantto prevent excessive/unwanted/unlawful collection of personal data and well as

60 Galbraith (1983).
5! Lippi et al (2020).

62 https://claudette.eui.eu/
63 Contissa et al (2018), Lippi et al (2019).
64 Ruggeri, Pedreschi, and Turini (2010).
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to protect users from manipulation and fraud, provide them with awareness of fake and
untrustworthy information, and facilitate their escape from 'filter bubbles' (the unwanted
filtering/pushing ofinformation).

It may be worth considering how the public could support and incentivise the creation and
distribution of Al tools to the benefit of data subject and citizens. Such tools would provide new
opportunities for research, development, and entrepreneurship. They would contribute to reduce
unfair and unlawful market behaviour and favour the development of legal and ethical business
models. Finally, citizen-empowering technologies would support the involvement of civil society in
monitoring and assessing the behaviour of public and private actors and of the technologies
deployed by the latter, encouraging active citizenship, as a complementto the regulatory and law-
enforcement activity of publicbodies.
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3. Al'in the GDPR

In this section the provisions of the GDPR are singularly analysed to determine the extent to which
their application is challenged by of Al as well as the extent to which they may influence the
development of Alapplications.

3.1. Alin the conceptual framework of the GDPR

Unlike the 1995 Data Protection Directive, the GDPR contains some terms referring to the Internet
(Internet, social networks, website, links, etc.), butit does not contain the term "artificial intelligence,
nor any terms expressing related concepts, such as intelligent systems, autonomous systems,
automated reasoning and inference, machine learning or even big data. This reflects the fact that
the GDPR is focussed on the challenges emerging for the Internet — which were not considered in
the 1995 Data Protection Directive, but were well present at the time when GDPR was drafted -
rather than on new issues pertaining to Al, which only acquired social significance in most recent
years.However, as we shall see, many provisionsin the GDPR are very relevant to Al.

3.1.1. Article 4(1) GDPR: Personal data (identification, identifiability, re-
identification)

The concept of personal data plays a key role in the GDPR, characterising the material scope of the
regulation. The provision in the GDPR only concern personal data, to the exclusion of information
that does not concerns humans (e.g., data on natural phenomena), and also to the exclusion of
information that, though concerning humans does not refer to particular individuals (e.g., general
medical information on human physiology or pathologies) or has been effectively anonymised so
that it has lost its connection to particular individuals. Here is how personal data are defined in
Article4 (1) GDPR:

'personal data' means any information relating to an identified or identifiable natural
person (‘data subject’); an identifiable natural person is one who can be identified,
directly or indirectly, in particular by reference to an identifier such as a name, an
identification number, location data, an online identifier or to one or more factors
specific to the physical, physiological, genetic, mental, economic, cultural or social
identity of that natural person;

Recital (26) addresses identifiability, namely, the conditions under which a piece of data which is not
explicitly linked to a person, still counts as personal data, since the possibility exists to identify the
person concerned. Identifiability depends on the availability of 'meansreasonably likely to be used'
for successful re-identification, which in its turn, depends on the technological and sociotechnical
stateoftheart:

To determine whether a natural person is identifiable, account should be taken of all
the means reasonably likely to be used, such as singling out, eitherby the controller or
by another person to identify the natural person directly or indirectly. To ascertain
whether means are reasonably likely to be used to identify the natural person, account
should be taken of all objective factors, such as the costs of and the amount of time
required for identification, taking into consideration the available technology at the
time of the processing and technological developments.

Through pseudonymisation, the data items that identify a person (i.e., the name) are substituted
with a pseudonym, but the link between the pseudonym and the identifying data items can be
retraced by using separate information (e.g., through a table linking pseudonyms and real names,
or through cryptography key to decode the encrypted names). Recital (26) specifies that
pseudonymised datastillare personal data.
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Personal data which have undergone pseudonymisation, which could be attributed to
a natural person by the use of additional information should be considered to be
information on anidentifiable natural person.

The connection between the personal nature of information and technological development is
mentioned at Recital (9) of Regulation 2018/1807:

If technological developments make it possible to turnanonymised data into personal
data, such data areto be treated as personal data, and Regulation (EU) 2016/679 is to
apply accordingly.

The concept of non-personal data is not positively defined in the EU legislation, as it includes
whatever data thatare not personal data asdefined in the GDPR. Regulation 2018/1807,% at Recital
9 provides the following examples of non-personal data: aggregate and anonymised datasets used
for big data analytics, data on precision farming that can help to monitor and optimise the use of
pesticides and water, or data on maintenance needs for industrial machines.'

In connection with the GDPR definition of personal data, Al raises in particular twokey issues: (1) the
're-personalisation’ of anonymous data, namely the re-identification of the individuals to which such
data are related; (2) and the inference of further personal information from personal data that are
already available.

Re-identification

The first issue concerns of identifiability. Al, and more generally methods for computational
statistics, increases the identifiability of apparently anonymous data, since they enable
nonidentified data (includingdata havingbeen anonymised or pseudonymised) to be connected to
theindividuals concerned

[Nlumerous supposedly anonymous datasets have recently been released and
reidentified. In 2016, journalists reidentified politicians in an anonymized browsing
history dataset of 3 million German citizens, uncovering their medical informationand
their sexual preferences. A few months before, the Australian Department of Health
publicly released de-identified medical records for 10% of the population only for
researchers to reidentify them 6 weeks later. Before that, studies had shown that de-
identified hospital discharge data could be reidentified using basic demographic
attributes and thatdiagnostic codes, year of birth, gender, and ethnicity could uniquely
identify patients in genomic studies data. Finally, researchers were able to uniquely
identify individuals in anonymized taxi trajectories in NYC27, bike sharing trips in
London, subwaydata in Riga, and mobile phone and credit card datasets.®

The re-identification of data subjects is usually based on statistical correlations between non-
identified data and personal data concerning the sameindividuals.

55 Regulation (EU) 2018/1807 of the European Parliament and of the Council of 14 November 2018 on a framework for the
free flow of non-personal data inthe European Union.

56 Rocher et al (2019).
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Figure 13 — The connection between identified and de-identified data

Figure 13 illustrates a connection between an identified and a de-identified data set that enabled
there-identification of the health record of the governor of Massachusetts. This result was obtained
by searching for de-identified data that matchedthe Governor's date of birth, ZIP code and gender.*’
Another classic example is provided the Netflix price database case, in which anonymised movie
ratings could be re-identified by linking them to non-anonymous ratings in IMDb (Internet Movie
Database). In fact, knowing only two non-anonymous reviews by an IMDb user, it was possible to
identify the reviews by the same user in the anonymous database. Similarly, it has been shown that
ananonymous user of an online service can be re-identified by that service, if the service knows that
the user has installed four apps on his or her device, and the service has access to the whole list of
appsinstalled by each user.%®

Re-identification can be viewed as a specific kind of inference of personal data: through re-
identification. A personalidentifieris associated to previously non-identified dataitems, which, as a
consequence, become personal data. Note that for an item to be linked to a person, it is not
necessary that the data subject be identified with absolute certainty; a degree of probability may be
sufficient to enable a differential treatment of the same individual (e.g., the sending of targeted
advertising).

Thanks to Aland big data the identifiability of the data subjects has vastly increased. The personal
nature ofadataidem no longer is a feature of thatitem separately considered. It has rather become
a contextual feature. As shown above,an apparently anonymous data item becomes personalin the
context of further personal data that enable re-identification. For instance, the identifiability of the
Netflix movie reviewers supervened on the availability of their named reviews on IMDb. As it has
been argued, 'inany "reasonable” settingthereis a piece ofinformation that is in itselfinnocent, yet
in conjunction with even a modified (noisy) version of the data yields a privacy breach.'®

67 Sweeney (2000).
68 Achara et al (2015)
% Dwork and Naor (2010, 93).
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This possibility can be addressed in two ways, neither of which is fail-proof. The first consists in
ensuring that data is de-identified in ways that make it more difficult to re-identify the data subject;
the second consists in implementing security processes and measures for the release of data that
contribute to this outcome.”

Inferred personal data

As noted above, Al systemsmay infernew informationabout data subjects, by applying algorithmic
models to their personal data. The key issue, from a data protection perspective, is whether the
inferred informationshould be considered as new personal data, distinct fromthe data fromwhich
it has beeninferred. Assume for instance, thatan individual's sexual orientation is inferred from his
or her facial features or that anindividual's personality typeis inferred from his orher online activity.
Is the inferred sexual orientation or personality type a new item of personal data? Even when the
inference only is probabilistic? If the inferred information counts as new personal data, then
automated inferences would trigger all the consequences that the processing of personal data
entails according to the GDPR: the need of a legal basis, the conditionsfor processing sensitive data,
the data subject's rights, etc.

Some clues on the legal status of automatically inferredinformation can be obtained by considering
the status of information inferred by humans. There is uncertainty about whether assertions
concerning individuals, resulting from human inferences and reasoning may be regarded as
personal data. This issue has been examined by the ECJ in Joint Cases C-141 and 372/12, where it
was denied that the legal analysis, by the competent officer, on anapplicationfor a residence permit
could be deemed personal data.”” Accordingto the ECJand the Advocate General, only thedata on
which theanalysis was based (the input data about the applicant) as well as thefinal conclusion of
the analysis (the holding that the application was to be denied) were to be regarded as personal
data. This qualification did not apply to the intermediate steps (the intermediate conclusionsin the
argument chain) leading to thefinal conclusion.

In the subsequent decision on Case C-434/16,”? concerning a candidate's request to exercise data
protection rights relative to an exam script and the examiners' comments, the ECJ apparently
departed from the principle stated in Joint Cases C-141 and 372/12, arguing that the examiner's
comments, too, were personal data. However, the Court held that data protection rights,and in
particular theright torectification, should be understood in connection with the purpose of the data
atissue.Thus,according to the Court, the right to rectification does notinclude aright to correcta
candidate's answers or the examiner's comments (unless they were incorrectly recorded). In fact,
according to the ECJ, data protectionlawis not intendedto ensure the accuracy of decision-making
processes or good administrative practices. Thus, an examinee has the right to access both to the
exam data (the exam responses) and the reasoning based on such data (the comments), but he or
shedoes not have aright to correct the examiners' inferences (the reasoning) or thefinalresult.

The view thatinferred data are personal data was endorsed by the Article 29 WP, being implied in
particular by the broad concept of personal data adopted in Opinion 4/2007. 7> This broad concept
of personal data is presupposed by the Article 29 WP's statement, that in case of automated
inference (profiling) data subjects have the right to access both the input data and the (final or
intermediate) conclusions automatically inferred fromsuch data.”

70 Rubinstein and Harzog (2016).

71 Joint cases c-141 and 372/12. See Joined Cases C-141 & 372/12,YS, M and Sv. Minister voor Immigratie, Integratie en Asiel,
2014 ECR. 1-2081, 9 48.

72 Case C-434/16, Peter Nowak v. Data Protection Commissioner, 34.
73 Opinion 4/2007
74 Opinion 216/679, adopted on 3 October 2017, revisedin 6 February 2018.

38



The impact of the General Data Protection Regulation (GDPR) on artificial intelligence

3.1.2. Article 4(2) GDPR: Profiling

The definition of profiling, while not using explicitly referring to Al, addresses processing that is
today is typically accomplished using Al technologies.This processing consistsin using the data
concerning person to infer information on further aspects of that person:

'profiling' means any form of automated processing of personal data consisting of the
use of personal data to evaluate certain personal aspects relating to a natural person,
in particular to analyse or predict aspects concerning that natural person's performance
at work, economic situation, health, personal preferences, interests, reliability,
behaviour, location or movements;

According to the Article 29 WP,” profiling aims at classifying persons into categories of groups
sharing the featuresbeing inferred:

‘broadly speaking, profiling means gatheringinformation aboutan individual (or group
of individuals) and evaluating their characteristics or behaviour patternsin order to
place them into a certain category or group, in particular to analyse and/or make
predictions about, for example, their:

e ability to perform a task;
e interests;or

e likely behaviour.'

Al and profiling

Al and big data, in combination with the availability of extensive computer resources, have vastly
increased the opportunities for profiling. Indeed, machine learning-based approaches, as described
in the previous sections, are often meant to provide inferences - classifications, predictions or
decisions —when applied to data concerning individuals.

Assume that a classifier has trained on a vast set of past examples, which link certain features of
individuals (the predictors), to another feature of the same individuals (the target). Through the
training, the system has learned an algorithmic model can be applied to new cases: if the model is
given predictors-valuesconcerning a newindividual, it infers a correspondingtargetvalue for that
individual, i.e., a newdataitem concerning him or her.

For instance, the likelihood of heart disease of applicants for insurance may be predicted on the
basis of their health records, but also on the basis of their habits (on eating, physical exercise, etc)
or social conditions; the creditworthiness of loan applicants may be predicted on the basis of their
financial history but also on the basis of theironline activity and social condition; the likelihood that
convicted persons may reoffend may be predicted on the basis their criminal history, but also
possibly their character (as identified by personality test) and personal background. These
predictions may trigger automated determinations concerning, respectively, the price of a health
insurance, the granting ofaloan, or therelease on parole.

A learned correlation may also concern a person's propensity to respond in certain ways to certain
stimuli. This would enable the transition from predictionto behaviour modification (both legitimate
influence and illegal or unethical manipulation). Assume, for instance that a system learns a
correlation between certain features and activities (purchases, likes, etc.) ofa person and his or her
profile as a specific type of consumer, and that the system has also learned (or has been told) that
this kind of consumeris interested in certain productsandiis likely torespondto certain kinds of ads.
Consequently,a person who has thesefeaturesand has engaged in such activities may be sent the

7> Opinion 216/679, adopted on 3 October 2017, revisedin 6 February 2018.
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messages thatare most likely to trigger the desired purchasing behaviour. The same model can be
extended to politics, with regard to messages thatmay trigger desired voting behaviour.

Inferences as personal data

As noted above, the data inferred through profiling should be considered personal data. In this
connection, we need to distinguish the general correlations that are captured by the learned
algorithmic model, and the results of applying that model to the description of a particular
individual. Consider for instance a machine learning system thathas learneda model (e.g., a neural
network or a decision tree) from a training set consisting of previous loan applications and
outcomes.

In this example, the system's training set consists of personal data: e.g., foreach borrower, his name,
the data collected on him or her - age, economic condition, education, job, etc. — and the
information on whether he or she defaulted on the loan. The learned algorithmic model no longer
contains personal data, since it links any possible combinations of possible inputvalues (predictors)
to a corresponding likelihood of default (target). The correlations embedded in the algorithmic
model are not personal data, since they apply to all individuals sharing similar characteristics. We
can possibly view them as group data, concerning the set of such individuals (e.g., those who are
assigned a higher likelihood of default, since they have alow revenue, live in a poor neighbourhood,
etc.).

Assume thatthe algorithmic modelis then applied to the input data consistingin the description of
a new applicant, in order to determine that applicant's risk of default. In this case both the
description of the applicant and the default risk attributed to him or her by the model represent
personaldata, thefirst being collected data,and the second inferred data.

Rights over inferences

Since inferred data concerning individuals also are personal data under the GDPR - at least when
they are used to derive conclusions that are or may be acted upon - data protection rights should
in principlealso apply, though concurrent remedies and interests have to be taken intoaccount.As
noted above, according to the Article 29 Working Party, in the case of automated inferences
(profiling) data subjectshave arightto access boththe personal data used asinputfor the inference,
and the personal data obtained as (final or intermediate) inferred output. On the contrary, the right
torectification only applies to a limited extend. When the data are processed by a publicauthority,
it should be considered whether review procedures already exist which provide for access and
control. In the case of processing by private controllers, the right to rectify the data should be
balanced with the respect for autonomy of private assessmentsand decisions.”

According to the Article 29 Working Party data subjects have a right to rectification of inferred
information not only when the inferredinformationis 'verifiable' (its correctness can be objectively
determined), but also when it is the outcome of unverifiable or probabilistic inferences (e.g., the
likelihood of developing heart disease in the future).In the latter case, rectification may be needed
not only when the statistical inference was mistaken, but also when the data subject provides
specificadditional data that support a different, more specific, statistical conclusion. Thisis linked to
thefact that statisticalinferencesconcerninga class may notapplyto subclasses of it: it may be the
casethat studentsfromuniversity A usually have lower skills thatstudentsfrom university B, but this
does not apply to the A students having top marks. Accordingly, a top student from university A
should have the right to contest the inference that put him or her at a disadvantage relative to an
average studentfrom B.

76 Wachter and Mittelstadt (2019).
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Legal scholars have argued that data subjects should be granted a general right to 'reasonable
inference' namely, the right that any assessment of decision affecting them is obtained through
automated inferences that are reasonable, respecting both ethical and epistemic standards.
Accordingly, data subject should be entitledto challenge the inferences (e.g. credit scores) made by
an Alsystem, and not only the decisions based on suchinferences (e.g., the granting of loans). It has
been argued that for aninference to be reasonableit should satisfy the following criteria:”’

(@) Acceptability: the input data (the predictors) for the inference should be normatively
acceptable as a basis for inferences concerning individuals (e.g., to the exclusion of
prohibited features, such as sexual orientation);

(b) Relevance:theinferredinformation (the target) should berelevant to the purpose of the
decision and normatively acceptable in that connection (e.g., ethnicity should not be
inferred for the purpose of giving a loan).

(c) Reliability: both input data, including the training set, and the methods to process them
should be accurate and statistically reliable (see Section 2.3.3).

Controllers, conversely, should be prohibited to base theirassessment ordecisions on unreasonable
inferences, and they should also have the obligation to demonstrate the reasonableness of their
inferences.

The idea the unreasonable automated inference should be prohibited only applies to inferences
meant to lead to assessments and decisions affecting the data subject. They should not apply to
inquiries that are motivated by merely cognitive purposes, such as those pertaining to scientific
research.

3.1.3. Article 4(11) GDPR: Consent

Consentaccording to Article 4(11) GDPR should be freely given, specific,informed and
unambiguous, and be expressedthrough a clear affirmative action:

'‘consent’ of the data subject means any freely given, specific, informed and
unambiguousindication of thedatasubject's wishes by which he or she, by a statement
or by a clear affirmative action, signifies agreement to the processing of personal data
relating to him or her;

This definition is complemented by Recital (32) which specifies that consent should be granular,
i.e., it should be given for all the purposes of the processing.

Consent should cover all processing activities carried out for the same purpose or
purposes. When the processing has multiple purposes, consent should be given for all
ofthem.

Consent plays a key role in the traditional understanding of data protection, based indeed on the
'notice and consent' model, according to which data protectionis aimed at protecting a right to
'informational self-determination.' This right is indeed exercised by consenting or refusing to
content to the processing of one's data, after having been given adequate notice. Against this
approach two main criticism have been raised.”

Thefirst criticism it that consent is most often meaningless: usually is not based on real knowledge
of the processing at stake, nor on areal opportunity tochoose. On the one hand, today's processing
of personal datais so complexthat mostdata subjects to do nothave the skills to understand them

’7 Wachter and Mittelstadt (2019).
78 See Cate etall (2014).
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and anticipate the involved risks. Moreover, even if data subjects possessed such skills, still they
would not have the time and energy to go through the details of each privacy policy. On the other
hand, a refusal to consent may imply the impossibility to use (or limitation in the use of) services
thatareimportantor even necessaryto the datasubijects.

The second criticism is that consent, when targeted on specific purposes, does not include (and
therefore precludes, when considered a necessary basis of the processing) future, often unknown,
uses of the data, even when such uses are socially beneficial. Thus, the requirement of consent can
'interfere with future benefits and hinder valuable new discoveries', as exemplified in 'myriad
examples', including 'examining health records and lab results for medical research, analysing
billions of Internet search records to map flu outbreaks and identify dangerous drug interactions,
searching financial records to detect and prevent money laundering, and tracking vehicles and
pedestrians to aid in infrastructure planning.'”®

These criticisms of consent have been countered by observing that it is possible to implement the
principles of consent and purpose limitation in ways that are both meaningful to the data subject
and consistent with allowing for future beneficial uses of the data.®

Firstly, it has been argued that notices should focus on mostimportantissue, and that they should
be user-friendly and direct. In particular, simple and clear information should be given on how to
opt-in or opt-out relative to critical processing, such as those involving the tracking of users or the
transmission of data to third parties.An interesting example is provided by the new California Data
Privacy Act, which requires companies to includein their website a link with the words 'do not sell
my data' (or a corresponding logo-button) to enable users to exclude transmission of their data to
third parties. Further opt-out or opt-in buttons could be presented to all users, to provide ways to
express their preferences relatively to tracking, profiling, etc.

Secondly, the GDPR allows that the data that were collected for certain purposes are processed for
further purposes, as long as thelatter purposes are compatible with the original ones (see Section
3.3.4).

In conclusion, it seems that, as we shall see in the following, the concepts of consent and purpose
limitation can be interpreted in waysthat are consistent withboth the protection of the data subject
and the need of enabling beneficial uses of Al. However, Al and big data raise three key issues
concerning consent: specificity, granularity, and freedom.

Specificity

The first issue pertains to the specificity of consent: does consent to the processing for a certain
purpose also cover further Al-based processing, typically for data analytics and profiling? - e.g., can
dataonsales be used to analyse consumer preferences and send targeted advertising? This seems
to beruled out, since consent needs to be specific, so that it cannot extend beyond whatis explicitly
indicated. However, the fact that the data subject has only consented to processing for a certain
purpose (e.g., client management) does not necessarily rule out that the data can be processed for
a further legitimate purpose (e.g., business analytics): the further processing is permissible when it
is covered by a legal basis, and it is not incompatible with the purpose for which the data were
collected.

The requirement of specificity is attenuated for scientific research as stated in Recital (33), which
allows consent to be given not only for specific research projects, but also for areas of scientific
research.

7% Cate etal (2014, 9).
89 Cavoukian (2015),Calo (2012).
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It is often not possible to fully identify the purpose of personal data processing for
scientific research purposes at the time of data collection. Therefore, data subjects
should be allowed to give their consent to certain areas of scientific research when in
keeping with recognised ethical standards for scientific research. Data subjects should
have the opportunity to give their consent only to certain areas of research or parts of
research projects to the extent allowed by the intended purpose.

Granularity

The second issue pertains to the granularity of consent. For instance, is a general consent to any
kind of analytics and profiling sufficient to authorise the Al-based sending of targeted commerdal
or political advertising? Recital (43) addresses granularity as follows:

Consentis presumed not to be freely given if it does not allow separate consent to be
given to different personal data processing operations despite it being appropriate in
theindividual case.

This has two implications for Al application. First it seems that the data subject should not be
required to jointly consent to essentially different kinds of Al-based processing (e.g., to economic
and political ads). Second, the use of a service should not in principle be dependent on an
agreement to be subject to profiling practices. Consent to profiling must be separate fromaccess to
theservice.®'

Freedom

The third issue pertains to the freedom of consent: can consent to profiling be considered freely
given? Thisissue is addressed in Recital (42), which excludes the freedom of consent when 'the data
subject has no genuine orfree choice oris unable torefuse or withdraw consentwithout detriment.
According to Recital (43), consentis not free under situations of 'clear imbalance:'

In order to ensure thatconsentis freely given, consentshould notprovide a valid legal
ground for the processing of personal data in a specific case where thereis a clear
imbalance between the data subject and the controller.

Situations of imbalance are prevalent in the typical contexts in which Al and data analytics are
applied to personal data. Such situationsexist in the private sector, especially when a party enjoys
market dominance (asis the case for leading platforms), ora position of private power (as is the case
for employers relative to their employees). They also exist between public authorities and the
individuals who are subject to the powers by such authorities. In all these cases, consent cannot
provide a sufficient legal basis, unless it can be shown that there are no risks of 'deception,
intimidation, coercion or significant negative consequence if [the data subject] does not consent.®

Finally, consent should be invalid when refusal orwithdrawal of consentis linked to a detriment that
is unrelated to the availability of the personal data for which consent was refused (e.g., a patients
are told that in order to obtain a medical treatment they must consent that their medical data are
used for purposesthat are not needed forthat treatment). This also applies to casesin which consent
is required by the providerofa service, even though the processing is not necessary for performing
theservice.

if the performance of a contract, including the provision of a service, is dependent on
the consent despite such consent notbeing necessary for such performance.

81 Article 29 Working Party Guidelines on consent under Regulation 2016/679.Wp259
82 Article 29 Working Party Guidelineson consent under Regulation 2016/679.Wp259, 7
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This typically is the case when the closing of a contract for a service is conditioned on the user's
consent to being profiled, the profiling not being needed to provide the service to the individual
user.

3.2. Aland the data protection principles

As many authors have observed, Al and big data challenge key data protection principles. In this
section, we shall consider each principle separately, so as to determine the extent to which it may
constrainintelligent processing.

3.2.1. Article 5(1)(a) GDPR: Fairness, transparency

Article 5(1)(a) requires that personal data should be processed 'lawfully, fairly and in a transparent
manner in relation to the data subject.’

Transparency

The idea of transparency is specified in Recital 58, which focuses on conciseness, accessibility and
understandability.

The principle of transparency requires thatany informationaddressed to the public or
tothe data subject be concise, easily accessible and easy to understand, and that clear
and plain language and, additionally, where appropriate, visualisation be used.

As we shall clarify in what follows, this idea is related, but distinct, from the idea of transparentand
explainable Al.In fact, the latter idea involves buildinga 'scientific' model of the functioning of an Al
system, rather than providing sufficient information to lay people, relatively to issues that are
relevant to them.

Informational fairness

Two different concepts of fairness can be distinguished in the GDPR. The first, which we may call
'information fairness'is strictly connected to the idea of transparency It requires that data subjects
are not deceived or misled concerning the processing of their data, as is explicated in Recital (60):

The principles of fair and transparent processing require that the data subject be
informed of the existence of the processing operationand its purposes. The controller
should provide the data subject with any further information necessary to ensure fair
and transparent processing takinginto accountthe specific circumstancesand context
in which the personal data are processed.

The same recital explicitly requires that information is provided on profiling:

Furthermore, the data subject should be informed of the existence of profiling and the
consequences of such profiling.

Informational fairness is also linked to accountability, since it presumes that the information to be
provided makes it possible to check for compliance. Informational fairness raises specific issues in
connection with Al and big data, because of the complexity of the processing involved in Al-
applications, the uncertainty of its outcome, and the multiplicity of its purposes. The new dimension
of the principle pertains totheexplicability of automated decisions, anidea that is explicitly affirmed
in the GDPR, as we shall see in the following section. Arguably, the idea of transparency as
explicability can be extended to automated inferences, even when a specific decision has not yet
been adopted.

A specific aspect of transparency in the context of machine learning concerns access to data, in
particular to the system'straining set. Access to data may be needed to identify possible causes of
unfairness resulting from inadequate or biased data or training algorithm. This is particularly
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important when the learned algorithmic modelis opaque, sothat possible flaws cannotbe detected
though its inspection.

Substantive fairness

Recital (71) points to a different dimension of fairness, i.e. what we may call substantive fairness,
which concerns the fairness of the content of an automated inference or decision, under a
combination of criteria, which may be summarised by referring to the aforementioned standards of
acceptability, relevance and reliability (see Section3.1.2):

In order to ensure fair and transparent processing in respect of the data subject, taking
into account the specific circumstances and context in which the personal data are
processed, the controller should use appropriatemathematical or statistical procedures
for the profiling, implement technical and organisational measures appropriate to
ensure, in particular, that factors which result in inaccuracies in personal data are
corrected and the risk of errors is minimised, secure personal data in a manner that
takes account of the potential risks involved for the interests and rights of the data
subject and that prevents, inter alia, discriminatory effects on natural persons on the
basis of racial or ethnic origin, political opinion, religion or beliefs, trade union
membership, genetic or health status or sexual orientation, or that result in measures
having such an effect.

3.2.2. Article 5(1)(b) GDPR: Purpose limitation

Article 5(1)(b) sets forth the principle of purpose limitation, according to which personal data
should be

collected for specified, explicit and legitimate purposes and not further processedina
manner that is incompatible with those purposes; further processing for archiving
purposes in the publicinterest, scientific or historical research purposes or statistical
purposes shall,in accordance with Article 89(1), not be considered to be incompatible
with theinitial purposes ('purpose limitation')

The concept of a purposealso figures in Article 6, which establishes a link between the purpose of
processing operationsand their legal basis. The notion of a purpose is explicitly mentioned in Artide
6 only in relation to the first legal basis, namely, consent, which should be given 'for one or more
specific purposes', and for the last legal basis, namely 'the purposes of the legitimate interests
pursued by the controller or by a third party'. However, the need for legitimate purpose is implicit
in the other legal bases, which consist in the necessity of the processing for performing a contract,
complying with a legal obligation, protecting vital interests, performing a taskin the publicinterest
or exercising a legitimate authority. Finally, the notion of a purpose also comes up in Articles 13(1)(c)
and 14(1)(c), requiring controllers to provide information concerning 'the purposes of the
processing for which the personal data areintended as well as the legal basis for the processing.'

Al and repurposing

A tension exists between the use of Al and big data technologies and the purpose limitation
requirement. These technologies enable the useful reuse of personal datafor new purposes that are
different from those for which the datawere originally collected. For instance,data collected for the
purpose of contract management can be processed to learn consumers' preferences and send
targeted advertising; 'likes' that are meant to expressand communicate one'sopinion may be used
to detect psychological attitudes, political or commercial preferences, etc.

To establish whether the repurposing of data is legitimate, we need to determine whether a new
purpose is 'compatible’ or 'not incompatible' with the purpose for which the data were originally
collected. According to the Article 29 WP, the relevant criteria are (a) the distance between the new

45



STOA | Panel for the Future of Science and Technology

purpose and the original purpose, (b) the alignment of the new purpose with the data subjects'
expectations, the nature of the data and their impact on the data subjects' interests, and (c) the
safeguards adoptedby the controller to ensure fair processing and preventundue impacts.®

Though all these criteria are relevant to the issue of compatibility, they do not provide a definite
answer to the typical issues pertaining to the reuse of personal data in Al applications. To what
extent can the repurposing of personal datafor analytics and Albe compatible with the purpose of
the original collection? Should the data subjects be informed that their datais being repurposed?
To address such issues, we need to distinguishwhat is at stake in the inclusion of a person's datain
a training set from the applicationof a trained modelto a particularindividual.

Personal datain a training set

In general, the inclusion of a person's data in a training set is not going to affect to a large extent
that particular person, since the record concerning a single individual is unlikely to a make a
difference in a model that is based in a vast set of such records. However, the inclusion of a single
record exposes the data subject to risks concerning the possible misuse of his orher data, unless the
information concerning thatperson is anonymised or deleted once the modelis constructed.

Moreover, when considered together with the data provided by similar individuals, the data
concerning a person, onceincluded in thetraining set, contribute to enabling the system'sinference
concerning a group of people, i.e., the group of all the individuals who share the similarities
supporting the inference. Therefore, we may say that theset of all such records affects the common
interest of the group in which that person is included. Consider for instance the use of a patient's
geneticdata to train a modelthatis then used to diagnose present diseases, or to determine their
propensity to develop adiseasein thefuture. The inclusion of a patient's datain a training set will
contribute little to the model's predictive power, and it will not specifically affect the patient (unless
his or her data are misused).However, theinclusion of the patient'sdata,alongside with the data of
other similar patients, may create a risk for the group of all the patients who might be affected by
predictions based on such data. For instance, assume thatthe trained model links certain predictors
to a high probability of a future health issue. Patients who share such predictors, when their datais
fed to the model, may either find themselves at an advantage (prevention based on predictive
medicine) or at a disadvantage (e.g., discrimination in recruitment or insurance) depending on the
howthe predictionis used. Therisks forthe group increase if the predictive modelis made available
to third parties, which may useit in ways that the data subjects did not anticipate when providing
their data.

Personal data for individualised inferences

While, as just noted, the inclusion of a person's data in a training set does not lead to significant
impacts on that person, anindividualis directly affected when his or her personaldataare used as
input in the algorithmic model that has been created on the basis of that training set, in order to
make inferences concerning that individual. Consider, for instance, the case in which someone's
medical data are entered into a model to make a medical diagnosis or to determine that person's
prospective health condition. In sucha case, we are clearlyin the domain of profiling, since the input
data (the predictors) concerning an individual are used to infer further personal data concerning
him or her.

Let us now consider how the criteria for non-incompatibility established by the Article 29 WP apply
ontheonehandto theinclusion of personaldatain a trainingset,and on theotherhand to theuse
of personal data as input to profiling algorithms.

83 Opinion 03/2013 on purpose limitation.
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With regard to the use of a person'sdatain a training set, it seems that since the personis notdirectly
affected by the use of her personal data, the distance between the new purpose and the original
purpose should not be a primary concern, norshould be the data subject's expectations. However,
we need to consider therisk that the data are misused, against the interest of the data subject (the
risk is particularly seriousfor data on health or other sensitive conditions), as well as the possibility
of mitigating this risk through anonymisation or pseudonymisation. Adequate security measures
also arethe key precondition for the legitimate use of personal datain a training set.

Different considerations pertain to the use of a personal data as input to algorithmic models that
provide inferences concerning the datasubject. This case clearly falls within the domain of profiling
as the inference directly affects the individuals concerned. Therefore, the criteria indicated by the
Article 29 WP have to berigorously applied.

Obviously, the two uses of personal data maybe connected in practice: personal data (for instance
data outlining an individual's clinical history, or the history of his or her online purchases) can be
processed to learn an algorithmicmodel, but they can also be used as inputs for the same or other
algorithmicmodels (e.g., to predict additional healthissues, or further purchases).

3.2.3. Article 5(1)(c) GDPR: Data minimisation

Article 5(1)(c) states the principle of data minimisation, according to which personal data should be
'adequate, relevantand limited to what is necessary in relation to the purposes for which they are
processed.' The principle of minimisation is also contained in Recital 78, requiring the 'minimisation
of personal data' as an organisational measure for dataprotection by designand by default.

There is a tension between the principle of minimisation and the very idea of big data and data
analytics, which involves using Aland statistical methodsto discover new unexpected correlations
in vast datasets. This tension may be reduced by the following considerations.

First, theidea of minimisation should belinked to an idea of proportionality. Minimisation does not
exclude the inclusion of additional personal data in a processing, as long as the addition of such
data provides a benefit, relatively to the purposes of the processing that outweigh the additional
risks for the datasubjects. Eventhe utility of future processing may justify retainingthe data, as long
as adequate security measures are in place. In particular, pseudonymisation, in combination with
other security measures, may contribute to limit risks and increase therefore the compatibility of
retention with minimisation.

Second, the processing of personal data for merely statistical purposes may be subject to looser
minimisation requirements. In such a case the data subjects' information is considered only as an
input to a training set (or a statistical database) and is not used for predictions or decisions
concerning individuals. This is stated in Recital (162) which links statistical processing to the
objective of producing statistical surveys or results:

Statistical purposes mean any operation of collection and the processing of personal
data necessary for statistical surveys or for the production of statistical results. Those
statistical results may further be used for different purposes, including a scientific
research purpose.

Thus, the processing of personal datafor statistical purposes should not deliver personal data as its
final result. In particular, the personal data processed for statistical purpose should not be used for
adopting decisions on individuals.

The statistical purpose implies that the result of processing for statistical purposes is
not personaldata, but aggregate data,and that this result or the personal dataare not
used in support of measures or decisionsregardingany particular natural person.
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Since the data subject is not individually affected by statistical processing, the proportionality
assessment, as far as data protection is concerned, concerns the comparison between the
(legitimate) interest in obtaining the statistical results, and the risks of the data being misused for
non-statistical purposes.

Itis true that the results of statistical processing can affectthe collective interests of the data subjects
who share the factors that are correlated to certain inferences (e.g., the individuals whose live style
and activities are correlated to certain pathologies, certain psychological attitudes, or certain market
preferences or political views). The availability of this correlation exposes allmembers of the group
—assoon as theirmembership in the groupis known - to such inferences. However, as long as the
correlation is not meant to be applied to particularindividuals, on the basis of data concerning such
individual (data determining its belonging to the group) statistical processing remains outside of
data protection. On the contrary, the information used to ascribe a person to a group and the
person's ascription to that group are personal data, and so are the consequentially inferred data
concerning that person. This idea is expressed in at footnote 5 in the 2017 Council of Europe
Guidelines on the protection of individuals with regardto the processing of personal data in a world
of big data

personaldataarealsoanyinformation usedto single out people fromdata sets, to take
decisions affecting them on the basis of group profiling information.

Thus, neither in the GDPR nor in the in Guidelines can we yet find an explicit endorsement of group
privacy as an aspectof dataprotection. On the contrary, the needto take intoaccount group privacy
has been advocated by manyscholars.® However, as we shall see in the following, a preventive risk-
management approach can contribute to the protection of group privacy also in the context of
GPDR.

3.2.4. Article 5(1)(d) GDPR: Accuracy

The principle of accuracy is stated in Article 5(1) GDPR that requires datato be 'accurateand,
where necessary, keptup to date,' and thatinitiativesare takento address inaccuracies:

every reasonable step must be taken to ensure that personal data thatareinaccurate,
having regard to the purposes for which they are processed, are erased or rectified
without delay.

This principle also applies to personal data that are used as an inputfor Al system, particularly when
personal data are used to make inferences or decisions about data subjects. Inaccurate data may
expose data subjects to harm,whenever they are consideredand treated in ways that do not fit their
identity.

With regard to machine learning systems, we need to distinguish whether personal data are used
only in a training set, to learn general statistical correlations, or rather as input to a profiling
algorithm. Obviously,once that the data areavailable for the training set, the temptation to use the
same data to make also individualised inferences will be very strong. Anonymisation, or
pseudonymisation, with strongsecurity measures can contribute to reducing the risk

3.2.5. Article 5(1)(e) GDPR: Storage limitation

The principle of storage limitation is stated in GDPR at Article 5(1)(e), which prohibits to keep
personaldata when they are no longerneeded for the purposes of the processing.

84 On the Guidelines, see Mantelero (2017).
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[Personal data should be] kept in a form which permits identification of data subjects
for no longer than is necessary for the purposes for which the personal data are
processed.

Longer storage is however allowed for archiving, research, or statistical purposes.

[Plersonal data may be stored for longer periods insofar as the personal data will be
processed solely for archiving purposes in the public interest, scientific or historical
research purposes or statistical purposesin accordance with Article 89(1) subject to
implementation of the appropriate technical and organisational measures required by
this Regulation in order to safeqguard the rights and freedoms of the data subject
(‘'storage limitation');

There is undoubtable tension between the Al-based processing of large sets of personal data and
the principle of storage limitation. This tension can be limited to the extent that the data are used
for statistical purposes, and appropriatemeasures are adoptedat national level, as discussed above
in 3.2.3.

3.3. Alandlegal bases

Article 6 GDPR states that all processing of personal data requires a legal basis. This idea was first
introduced in the 1995 Data Protection Directive, and was subsequently constitutionalisedin Article
8 of the European Charter of Fundamental Rights, according to which personal data 'must be
processed|...]Jonthebasis of the consent of the person concerned or some other legitimate basis
laid down by law.'

The processing of personal datain the context of Al application raises some issues relating to the
existence of a valid legal basis. To determine when a legal basis may support Al-based processing,
we need to separately consider the legal bases set forth in Article 6 GDPR, which states that the
processing of personal data only is lawful under the following conditions: (a) consent of the data
subject, or necessity (b) for performing or entering into a contract, (c) for complying with a legal
obligation, (d) for protecting vital interests (e) for performing a task in the public interest or in the
exercise of public authority, or (f) for a legitimate interest.

3.3.1. Article 6(1)(a) GDPR: Consent

A data subject's consentto the processing of his or her personal data by an Al system can have two
possibly concurring objects: including such data in a training set, or providing them to an
algorithmic model meant to deliver individualised responses. Usually, the data subject's consent
covers both. As noted in Section 3.1.3, consent hasto be specific, granularand free. It is not easy for
all these conditions to be satisfied with regard to the Al-based processing of personal data. Thus,
this processing usually needs to rely alternatively or additionally on other legal bases.

The processing of personal data for scientific or statistical purposes may be based on the social
significance of such purposes (Article 6(1)(f)), beside the endorsementof such purposes by the data
subject. Consent to individual profiling may concur with the necessity or usefulness of such
processing for the purposesindicated in the subsequentitems of Article 6.

3.3.2. Article 6(1)(b-e) GDPR: Necessity

The legal bases from (b) to (e) can be treated together here since they all involve establishing the
necessity of the processing for a certain aim: (b) performing or entering (at the request of the data
subject) into a contract, (c) for complying with a legal obligation, (d) protecting vital interests ()
performing ataskinthe publicinterest or in the exercise of publicauthority. Thus, such legal bases
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do not apply to the Al-based processing that is subsequent to orindependent of such aims in the
specific case at hand.

For instance, the necessity of using personal data for performing or entering a particular contract
does not cover the subsequent use of such data for purposes of business analytics. Similarly, this
legal basis does not cover the subsequent use of contract data as input to a predictive-decisional
model concerning the data subject,even when the data are used for offering a different contractto
the same person. Assume, for instance that the data subject's health data are necessary for
performing an insurance contract with the data subject. This necessity would not cover to the use
of the same data for offering a new contract to the same data subject, unless the data subject has
requested to be considered for a new contract, i.e., unless the data are necessary 'in order to take
steps at therequest of the data subject prior to entering into a contract' (Article 6(b)).

3.3.3. Article 6(1)(f) GDPR: Legitimate interest

Article 6(1)(f) provides a general legal basis to the processing of personal data, namely, the
necessity of the processing

for the purposes of the legitimate interests pursued by the controller or by a third
party, except where such interests are overridden by the interests or fundamental
rights and freedoms of the data subject which require protection of personal data,

We may wonder to what extent Article 6(1)(f) may apply to the Al-processing of personal data.®* We
have to distinguish the use of personal data in a training set to build/learn an algorithmic model,
and their use as an input to a given algorithmic model. In the first case, as long as strong security
measures are adopted it — which usually should involve pseudonymisation of the data, and their
anonymisation as soon as the model has been completed - seems that the data subject's interests
are not severely affected. If the controller is pursuing an interest that is permissible under the law
(including an economicinterests), it seemsthat the standardset forth in Article 6(1)(f) could be met.

The situation is much different when the data subjects' data are used in an algorithmic model, to
derive conclusions concerning the data subject. Under such a case, the interest of the data subject
should be given priority, according to his or herassessment. Thus, the datasubject should be asked
for his or her consent and have the opportunity to opt out.

Thelegitimate interest test may be importantto addressthe admissibility of thoseapplications that
may seriously affect individuals and society, even when they are technologically sound and non-
discriminatory. When an application provides benefits that are outweighed by the disadvantages
imposed on the data subjects, we should conclude that the application fails to have a basis
according to Article 6(1)(f). This may be the case, as noted above, for systems meant to detect
individuals' attitudes from faces, or also to assess workers' performance based on pervasive
surveillance, or to detect andinfluence political views, etc. In all such instances, given the difference
in knowledge and power and lack of adequate information, consent by the data subject would not
meet the requirement of freedom and information in the GDPR, and thus could not provide an
alternative legal basis. Thus, the processing should be considered to be unlawful.

A limitation of the scope of Article 6(1)(f) may consistin the fact that it seems toadoptindividualistic
perspective, as it only requires a balance between the interests of controllers and on data subject,
without taking into accounts broader interests, pertaining to groupsor even to society as a whole.
However, this limitation of the scope of the balancing test according to Article 6(1)(f) may have a
reason, since the assessment of the social merit of a processing operation, and the decision to

85 On legitimate interest, see Kamaraand De Hert (2019).
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outlaw it based on this assessment, should be adopted on the basis of on a wide debate, and
according to the determination or at least to the directions, of politically responsible bodies.

3.3.4. Article 6(4) GDPR: Repurposing

A key issue concerning Alapplications pertains to repurposing of personal data. This is an issue on
which the provision of the GDPR are unclear. The general idea is stated Article 5(1)(b) as an
articulation of the principle of purpose limitation. Personal data shall be 'not further processedin a
manner that is incompatible' with the original purposes. The prohibition of repurposing is also
affirmed Recital 50, according to which the further processing of personal datafor new purposes is
only allowed wheniit is compatible with the original purposes:

The processing of personal data for purposes other than those for which the personal
data wereinitially collected should be allowed only where the processingis compatible
with the purposes for which the personal data were initially collected.

Compatibility is however presumed, according to 5(1)(b) when the further processing is meant to
serve purposes pertaining to archiving, scientific or historical research or statistics:

further processing for archiving purposes in the public interest, scientific or historical
research purposes or statistical purposesshall, in accordance with Article 89(1), not be
considered to beincompatible with theinitial purposes

Compatibility is also presumedwhen the new processingis based on a law, for reasons of public
interest:

If the processing is necessary for the performance of a task carried out in the public
interest or in the exercise of official authority vestedin the controller, Unionor Member
State law may determine and specify the tasks and purposes for which the further
processing should be regarded as compatible and lawful.

Article 6(4) specifies that the law allowing for repurposing 'constitutes a necessary and
proportionate measurein a democratic society' and thatcompatibilityis established (or substituted)
by the data subject's consent.lIt also spells out possible factorsto be taken intoaccount to determine
compatibility:

4. Where the processing for a purpose otherthanthatfor which the personal data have
been collected is not based on the data subject's consent or on a Union or
Member State law which constitutes a necessary and proportionate measure in a
democratic society tosafeguard the objectives referred to in Article 23(1), the controller
shall,in order to ascertain whether processing for another purpose is compatible with
the purposefor which the personal data are initially collected, take into account, inter
alia:

(@) anylink between the purposesfor which the personal data have been collectedand
the purposes of theintended further processing;

(b) thecontextin which the personal data have been collected, in particularregarding
therelationship between datasubjects and the controller;

(c) thenatureofthe personal data, in particularwhetherspecial categories of personal
data are processed, pursuant to Article 9, or whether personal data related to
criminal convictions and offences are processed, pursuant to Article 10;

(d) the possible consequencesoftheintended further processing for datasubjects;

(e) the existence of appropriate safeguards, which may include encryption or
pseudonymisation.
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The issues of the admissibility of processing personal data for new and different purposes has
become crucialin the era of Aland big data, when vast and diverse masses of data are available and
artificial intelligence or statistical methods are then deployed to discover correlations and identify
possible causal links. As noted above this may lead to the discovery of unexpected connections
based on the combination of disparate sets of data (e.g., connections between lifestyle preferences
in social networks and health conditions, between consumer behaviourand markettrends, between
internet queries and the spread of diseases, between internet likes and political preferences, etc).
The results of these analyses (e.g., correlations discovered between consumers' data and their
preferences, spending capacities and purchasing propensities, etc.) can then be used to assess or
influence individual behaviour (e.g., by sending targeted advertisements).

Repurposing is key in the domain of big data and Al, since the construction of big data sets often
involves merging data that had been separately collected for different purposes, and processing
such datato addressissues thatwere not contemplated at the time of collection. A key issuefor the
future of the GDPR pertains to the extent to which the compatibility test will enable us to draw a
sensible distinction between admissible and inadmissible reuses of the data for the purposes of
analytics.

Recital (50) does not help us muchin addressing this issue, since it seems to indicate that no legal
basis is required for compatible repurposing: 'where the processingis compatible with the purposes
for which the personal data were initially collected [...] no legal basis separate from that which
allowed the collection of the personal data is required.' Moreover, Recital (50) seems to presume
that all processing for statistical purposes is admissible, by affirming that 'furtherprocessingfor ...
statistical purposes should be considered to be compatible lawful processing operations.' This
presumption has been limited by the Article 29 WP, who has argued that compatibility must be
checked also in the case of statistical processing.

In conclusion, it seems that two requirementsare needed for repurposingto be permissible: (a) the
new processing must be compatible with the purpose forwhich the datawere collected, and (b) the
new processing must have a legal basis (that may be, but is not necessarily, the sameof the original
processing). Following Recital (50) it seems that statistical processing should be presumed to be
compatible, unless reasonsforincompatibility appearto exist.

By applying these criteria to the Al-based reuse of data, we must distinguish whether the data are
reused for statistical purposes or rather for profiling. Reuse for a merely statistical purpose should in
general be acceptable since it does affect individually the data subject, and thus it should be
compatible with the original processing. If the statistical processing is directed towards a
permissible goal, such as security or market research, it can also rely on the legal basis of Article
6(1)(f), i.e.,onits necessity for achieving purposes pertainingto legitimateinterests.

Different would be the case for profiling. In such a case, the compatibility assessment is much more
uncertain. It should lead to a negative outcome whenever Al-based predictions or decisions may
affect the data subject in a way that negatively reverberates on the original purpose of the
processing. Consider, for instance, the case in which a person's data collected for medical purpose
areinputted to an algorithmicmodel that determinesaninsurance price for that person.

It has been argued that the possibility to repurpose personal data for statistical processing is very
important for European economy, since European companies need to extract information on
markets and social trends—as US and Asian companiesdo - in order to be competitive.® The use of
personal data for merely statistical purposes should enable companies to obtain the information

86 On statistical uses and big data, see Mayer-Schonberger and Padova 2016)
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they need without interfering with the datasubjectsrights. In fact, as we noted above, accordingto
Recital (162) the processing remains statistical only as long as the resultthe processing

is not personal data, but aggregate data, and that this result or the personal data are
notused in support of measuresor decisions regarding any particularnatural person.

3.3.5. Article 9 GDPR: Al and special categories of data

Article 9 GDPR addresses the so-called sensitive data, namely those personal datawhose processing
may affect to a larger extent the data subjects, exposing them to severe risks. In this regard Al
presents somespecific challenges.

The first challengeis connected to re-identifiability. As noted in Section 3.1.1, thanks to Aland big
data, pieces of data that apparently are unidentified, not being linked to a specific individual, may
be re-identified, and reconnected to the individuals concerned. The re-identification of sensitive
data may have serious consequences for the data subject. Consider forinstance the casein which
de-identified medical records that have been made accessible to the public are re-identified at a
later stage, so that the publiccomes to know the medical conditions of the individuals concerned.

The second challenge is connected to inference. Thanks to Alandbig data, it may be possible to link
observable behaviour and known features of individuals — online activity, purchases, likes,
movements —to non-observable sensitive data on them suchas their psychological attitudes, their
health condition their sexual orientation, or their political preferences. Such inferences may expose
the concerned individuals to discriminationor manipulation.

3.4. Al and transparency

The complexity of Al-based processing, and the fact that such processing cannot be completely
anticipated, especially when based on machine learning, makes it particularly difficult to ensure
transparency. The issue of transparency can come up at two points in time, when a data subject's
information is inputted in an informationsystemthatincludes Al algorithms (ex-ante transparency),
or after the system's algorithmic model has been applied to the data subject, to deliver specific
outcomes concerning his or her (ex-post transparency).

3.4.1. Articles 13 and 14 GDPR: Information duties

Transparency at the stage in which personal data are collected or repurposed is addressed in
Articles 13and 14 GDPR, which require that the data subject be informed about

the purposes of the processingfor which the personal data are intendedas wellas the
legal basis for the processing.

Information must also be provided about 'the legitimate interests pursued by the controller or by a
third party' where the processingis based on legitimate interest (Article 6(1)(f)). When the data are
processed for purposes that could not be foreseenat the time the datawere collected - as it is often
the case with machine learning applications- the information has to be provided before the new
processing, as specified in Article 13(3) and 14(4):

Where the controller intends to further process the personal data for a purpose other
than that for which the personal data were collected, the controller shall provide the
data subject prior to that further processing with information on that other purpose
and with any relevant further information

The obligation to inform the data subject is waved when compliance is impossible, requires a
disproportionate effort or impairs the achievement of the objective of the processing
(Article 14(5)(b)):
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[The obligation to provide information to the data subject does not apply when] the
provision of such information proves impossible or would involve a disproportionate
effort, in particular for processingfor archiving purposesin the publicinterest, scientific
or historical research purposes or statistical purposes, subject to the conditions and
safeguards referred to in Article 89(1) or in so far as the obligation referred to in
paragraph 1 of this Article is likely to render impossible or seriously impair the
achievement of the objectives of that processing. In such cases the controller shall take
appropriate measures to protect the data subject's rights and freedomsand legitimate
interests, including making the information publicly available.

This limitation only applies when the data have not been collected from the data subject. It is hard
to understand why this is the case. In fact, the reasons that justify an exception to the information
obligation when the data were not obtained from the data subject, should also justify the same
exception when the data were collected from him or her.

3.4.2. Information on automated decision-making

Article 13(2)(f) and 14(2)(g) GDPR address a key aspect of Al applications, i.e. automated decision-
making. The controller has the obligation to provide:

(@) information on 'the existence of automated decision-making, including profiling,
referred toin Article 22(1)'and

(b) 'atleast in those cases meaningful information about the logic involved, as well as
the significance and the envisaged consequences of such processing for the data
subject.’

This provision has been at the centre of a vast debate in the research community, where this legal
requirement has been related to the more general,and indeed fundamentalissue of explaining Al
systems and their outcomes. Indeed, according to the Al4People document,® explainability (or
explicability) is indeed one of the principles that should inspire the development of Al, along with
beneficence, non-maleficence, autonomy and justice. In the current discussion on explainability
different perspectives have been put forward.

Computer scientists have focused on the technological possibility of providing understandable
models of opaque Al systems (and, in particular, of deep neural networks), i.e.,, model of the
functioning of such systems that can be mastered by human experts. For instance, the following
kinds of explanations are at the core of current research on explainable Al:%

e Model explanation, i.e., the global explanation of an opaque Al system through an
interpretable and transparent model that fully captures the logic of the opaque
system. This would be obtained for instance, if a decision tree or a set of rules was
provided, whose activation exactly (or almost exactly) reproduces the functioning of
a neural network.

e Model inspection, i.e., a representation that makes it possible to understanding of
some specific properties of an opaque model or of its predictions. It may concern the
patterns of activation in the system's neural networks, or the system's sensitivity to
changesinitsinput factors (e.g.howa change in the applicant'srevenue orage makes
a differencein the grant of aloan application).

87 Floridi et al (2018).
88 Guidotti et al (2019).
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e Qutcome explanation, i.e., an account of the outcome of an opaque Al in a particular
instance. For instance, a special decision concerning an individual can be explained
by listing the choices that lead tothatconclusionsin a decision tree(e.g., theloan was
denied because of the applicant'sincome fell below a certain threshold, hisage above
acertain threshold, and he did not have enough ownership interest in any real estate
available as collateral).

The explanatory techniques and models developed within computer science are intended for
technological experts and assume ample accessto the system being explained.

Social scientists, on the contrary have focused on the objective of making explanations accessible
to lay people, thus addressing the communicative and dialectical dimensions of explanations. For
instance, it has been argued that the following approaches are needed.®

- Contrastive explanation: specifying what inputvalues made a difference, determining
the adoption of a certain decision (e.g., refusing a loan) rather than possible
alternatives (granting the loan);

- Selective explanation: focusing on those factors that are most relevant according to
human judgement;

- Causalexplanation:focusing on causes, rather than on merely statistical correlations
(e.g., a refusal of a loan can be causally explained by the financial situation of the
applicant, not by the kind of Facebook activity that is common for unreliable
borrowers);

- Social explanation: adopting an interactive and conversational approach in which
information is tailored according to the recipient's beliefs and comprehension
capacities.

While the latter suggestions areuseful for the ex-postexplanation of specific decisions by a system,
they cannot be easily applied ex-ante, at the time of data collection (or repurposing). At that time -
i.e., beforethe user's data are inputtedeitherin the trainingalgorithm, orin the predictionalgorithm
(using the algorithmic model) —what can be provided to the useris just an indication onthe system's
general functioning. At this stage, the user should ideally be provided with the following
information:

- Theinputdatathat the system takes into consideration (e.g., for aloan application,
the applicant's income, gender, assets, job, etc.), and whether different data items
arefavouring or rather disfavouring the outcome that the applicanthopesfor;

- The target values that the system is meant to compute (e.g., a level of
creditworthiness, and possibly the threshold to be reached in order for the loan to
be approved);

- The envisaged consequence of the automated assessment/decision (e.g., the
approval or denial of the loan application).

It may also be useful to specify what are the overall purposes that the system is aimed to achieve.ln
the current practice the information that is provided about Al applications is quite scanty, even
when profiling is involved. For example, Airbnb explains its profiling practice by asserting that it will:

conduct profiling on your characteristics and preferences (based on the information
you provide to us, your interactions with the Airbnb Platform, information obtained

89 Miller (2019). Mittelstadt and Wachter (2019).
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from third parties, and your search and booking history) to send you promotional
messages, marketing, advertising and other information that we think may be of
interesttoyou.

The data subject would benefit from more precise and relevant information, especially when
important decisions are at stake. In particular, with regard to complex Al systems, the possibility of
providing modularinformationshould be explored, i.e., providing bullet points that laypeople can
understand, with links to access more detailed information possibly coveringtechnical aspects.

However, it is unlikely that the information that is provided to the general public will be sufficient
to gain an understanding that is sufficient for identifying potential problems, dysfunctions,
unfairness. Thiswould assume access tothe algorithmic model, or at least the possibly of subjecting
it to extensive testing, and in the case of machine learning approaches, access to the system's
training set.

It has been argued that it would important to enable citizen to engage in 'black box tinkering', i.e,
on a limited reverse-engineering exercise that consists in submitting test cases to a system and
analysing the system's responses to detect faults and biases.? This approach, which involves a
distributed and non-systematicattempt at sensitivity analysis, has the advantage of democratising
controls but is likely to have a limited success given the complexity of Al applications and the
limitations on access to them.

3.5. Aland data subjects'rights

Alis relevant to distinct data protection rights. The GDPR expressly refers to profiling and automated
decision-making in connection with the rights to access and the right to object, but Al also raises
specific issues relative to otherrightssuch as in particular, the rightsto erasure and portability.

3.5.1. Article 15 GDPR: Theright to access

A key aspect of transparency (and consequently of accountability) consist in the data subjects' rights
to access information about the processing of their data. Data subjects, according to Article 15
GDPR, have

theright to obtain from the controller confirmationas to whetheror not personal data
concerning him or her are being processed, and, where that is the case, access to the
personaldataand[...]information' [about their processing].

Article 15(1)(f) specifically addresses automated decision-making, requiring the controller to
provide, when requested by the data subject, the same informationthatshould have been provided
before starting the processing according to 13(2)(f) and 14(2)(g). The mandatory information
concerns

the existence of automated decision-making' and 'meaningful information about the
logic involved, as well as the significance and the envisaged consequences of such
processing for the data subject.

Theright to access information is alsoaddressed in Recital 63. The recital first states that the right of
access includes the data subject's rightto know

where possible[...] thelogicinvolved in any automatic personal dataprocessing and, at
least when based on profiling, the consequences of such processing.

% Perel and Elkin-Koren (2017).
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The scope of theright to access, or the ways ofimplementingit are limited by the requirement that
butit

should not adversely affect the rights or freedoms of others, including trade secrets or
intellectual property and in particularthe copyright protectingthe software.

This limitation, however, should not entail a complete denial of theright to information:

[TIheresult of these considerationsshould notbe a refusal to provide allinformation to
the data subject. Where the controller processes a large quantity of information
concerning the data subject, the controller should be able to request that, before the
information is delivered, the data subject specify the information or processing
activities to which the request relates’

There has been a wide discussion on whether Article 15 should be read as granting data subjects
the right to obtain an individualised explanation of automated assessments and decisions.”’
Unfortunately, the formulation of Article 15 is very ambiguous, and that ambiguity is reflected in
Recital 63.In particular it is not specified whether the obligation to provideinformation on the 'logic
involved' only concerns providing general information on the methods adopted in the system, or
rather specific information on how these methods where applied to the data subject (i.e., an
individual explanation, as we shall see in Section 3.6.5).

3.5.2. Article 17 GDPR: Theright to erasure

The right to erasure (or to be forgotten) consistsin the data subjects' right to 'obtain from the
controller the erasure of personal data concerning him or her without undue delay ', when the
conditions for lawful processing no longer obtain (such conditions are forth in Article 17 (1)). An
issue may concernwhether even inferred personal dataor also inferred group data (such as a trained
algorithmic model) should be deleted as a consequence of the obligation to erase the collected
personaldatathat haveenabled suchinferencesto be drawn. The answer seems positivein the first
caseand negativein the second, since the data that areembedded in an algorithmicmodelare no
longer personal. However, erasing the data used for constructing an algorithmic model, may make
it difficult orimpossible to demonstrate the correctness of that model.

3.5.3. Article 19 GDPR: The right to portability

Thedata subject has the 'right to receive the personal data concerning him or her, which he or she
has provided to a controller in a structured, commonly used and machine-readable format' and 'to
transfer the data to other controller'. This right only applies when the processing is based on
consent. Thus, theright to portability has a smaller scope that the right to access, which applies to
all processing personal data, regardless of the applicable legal basis.

It is not easy to determine the scope of this right with regard to Al-based processing. First, it needs
to be determined whether the data 'provided' by the data subject only concernthe dataentered by
the data subject (e.g., keying his or her particulars) or also the data collected by the system when
tracking the data subject's activity. Second, it is to be determined whether the rightalso concerns
the datainferred from the collected data about the data subject. A clarification would be usefulin
this regard.

3.5.4. Article 21 (1): The right to object

The right to object enables data subjects to request (and obtain) that the processing of their data
be terminated. This rightcan be exercised under the following conditions:

9T Wachter et al (2016), Edwards and Veale (2019).
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1. The data subject has grounds relating to his or her particular situation that support
therequest.

2. The processing is based on the legal basis of Article 6 (3)(e), i.e. necessity of the
processing for performing a public task in the public interest or for the exercise of
legitimate authority, or on the legal basis of Article 6 (3)(f), i.e., necessity of the
processing for purposes of the legitimate interests pursued by the controller or by a
third party.

3. Thecontroller fails to demonstrate compelling legitimategroundsfor the processing
which override the interests, rightsand freedoms of the data subject.

If all these conditions are satisfied, the controller hasthe obligationto terminate the processing.

Theright to objectis particularly significant with regard to profiling, since it seems thatonly in very
special cases the controller may have overriding compelling legitimate grounds for continuing to
profile a data subject which objects to the profiling on personal grounds.

Theright to object does not apply to a processing thatis based on the data subject's consent, since
in this case the data subject can impede the continuation of the processing just by withdrawing
consent (according to Article 7 (3) GDPR).

The GDPR, in regulating the right to object, explicitly refers to profiling, and introduces special
norms concerning direct marketing and statistical processings. Such provisions are relevant to Al,
given that profiling and statistics are indeed key applications of Alto personal data.

3.5.5. Article 21 (1) and (2): Objecting to profiling and direct marketing
Article 21 (1) specifies that the right to object also applies to profiling:

The data subject shall have the right to object, on grounds relating to his or her
particular situation, at any time to processing of personal data concerning him or her
which is based on point (e) or (f) of Article 6(1), including profiling based on those
provisions.

Profiling in the context of direct marketing is addressed in Article 21 (2), which recognises an
unconditioned right to object:

Where personal data are processed for direct marketing purposes, the data subject
shallhave theright to object atanytime to processing of personal data concerning him
or her for such marketing, which includes profiling to the extent thatit is related to such
direct marketing.

This means that the data subject does not need to invoke specific grounds when objecting to
processing for direct marketing purposes, and that such purposes cannot be 'compelling legitimate
grounds for the processingwhich override the interests, rights and freedoms of the data subject’.

Given theimportance of profiling for marketing purposes, the unconditional rightto object to such
processing is particularly significant for the self-protection of data subjects. Controllers should be
required to provide easy, intuitive and standardised ways to facilitate the exercise of this right.

3.5.6. Article 21 (2). Objecting to processing for research and statistical
purposes

The right to object also applies to processing for scientific or historical research purposes and for
statistical purposes. In such cases, the objection concerns the inclusion of the data subject
information in the input data for the processings at stake (as the result of research and statistics
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cannot consist in personal data). The right to object does not apply when the processing is carried
out for reasons of publicinterest (it therefore applies, a contrario, when the processing is aimed at
private commercial purposes):

Where personal data are processed for scientific or historical research purposes or
statistical purposes pursuant to Article 89(1), the data subject, on grounds relating to
his or her particular situation, shall have the right to object to processing of personal
data concerning him or her, unless the processing is necessary for the performance of
a task carried out for reasons of publicinterest.

A further limitation is introduced by Article 17(3)(d), which limits the right to erasure when its
exercise would make it impossible or would seriously undercut the ability to achieve the objectives
of the processing for archiving, research or statistical purposes. This limitation would probably find
limited application to big data, since the exclusion of a single records from the processing would
likely have little impact on the system's training or, at any rate, on the definition of its algorithmic
model.

3.6. Automated decision-making

Article 22, which deals with automated decision-making, is mostrelevantto Al. As we shall see in
what follows, this provision combines a general prohibition on automated decision-making, with
broad exceptions.

3.6.1. Article 22(1) GDPR: The prohibition of automated decisions

The first paragraph of Article 22 provides for a general right not to be subject to completely
automated decisions significantly affecting the data subject:

The data subject shall have the right not to be subject to a decision based solely on
automated processing, including profiling, which produces legal effects concerning
him or her or similarly significantly affects him or her.

Even though this provision refers to a right, it does not provide for a right to object to automated
decision-making, namely, it does not assume that automated decision-making is in general
permissible as long as the data subject does notobject toit. It rather introducesa prohibition upon
controllers: automated decisions affectingdata subjectsare prohibited, unless theyfit in one of the
exceptions provided in paragraph 2.2 Accordingto the Article 29 Working Party:

asarule, thereis a general prohibition on fully automated individual decision-making,
including profiling that has alegal or similarly significant effect.*®

For the application of the prohibition established by Article 22(1), four conditions are needed: a
decision must be taken, (2) it must be solely based on automated processing, (3) it must include
profiling, (4) it must have legal or anyway significant effect.

The first condition requires that a stance be taken toward a person, and that this stance s likely to
be acted upon (as when assigning a credit score).

The second condition requires thathumans do not exercise any realinfluence on the outcome of a
decision-making process, even though the final decision is formally ascribed to a person. This
condition is not satisfied when the system is only used as a decision-support tool for human beings,

92 Mendoza and Bygrave (2017).
93 Article 29,WP251/2017 last revised 2018, 19.

59



STOA | Panel for the Future of Science and Technology

who areresponsible for the decision, deliberate onthe merit of each case, and autonomously decide
whether to accept or reject the system's suggestions.*

The third condition requires that the automated processing determining the decision includes
profiling. A different interpretation could be suggested by the comma that separates 'processing'
and 'including profiling' in Article 22(1), which seems to indicate that profiling only is an optional
component of the kind of automated decisions that are in principle prohibited by Article 22(1).
However, the first interpretation (the necessity of profiling) is confirmed by Recital (71), according
to which the processing at stake in the regulation of automated decision must include profiling:

Such processing includes 'profiling' that consists of any form of automated processing
of personal data evaluating the personal aspects relating to a natural person, in
particular to analyse or predict aspects concerning the data subject's performance at
work, economic situation, health, personal preferences or interests, reliability or
behaviour, location or movements.

Thefourth condition requires thatthe decision

produces legal effects concerning[the data subject] or similarly significantly affects him
or her.

Recital (71) mentions the following examples of decision having significant effects: the 'automatic
refusal of an online credit application ore-recruiting practices'.” It has beenargued thatsuch effects
cannot be merely emotional, and that usually they are not caused by targeted advertising, unless
'advertising involves blatantly unfair discriminationin the form of web-lining and thediscrimination
has non-trivial economic consequences (e.g., the data subject must pay a substantially higher price
for goods or services thanotherpersons).'*

Many decisions made today by Alsystemsfallunder the scope of Article 21(1), as Al algorithms are
increasingly deployed in recruitment, lending, access to insurance, health services, social security,
education, etc. The use of Almakes it more likely that a decision will be based 'solely' on automated
processing. This is due to the fact that humans may not have access to all the information that is
used by Al systems, and may not have the ability to analyse and review the way in which this
informationis used. It may be impossible, or it may takean excessive effort to carry out an effective
review — unless the system has been effectively engineered for transparency, which in some cases
may be beyondthe state of theart. Thus, especially when a large-scale opaque systemis deployed,
humans are likely to merely execute the automated suggestions by Al, even when theyare formally
in charge. Moreover, human intervention may be prevented by the costs-and-incentives structure
in place: humans are likely not to substantially review automated decision, when the cost of
engaginginthereview-froman individual or aninstitutional perspective— exceeds the significance
of the decision (according to the decision-maker's perspective).

3.6.2. Article 22(2) GDPR: Exceptions to the prohibition of 22(1)

Paragraph 2 of Article 22 provides for three broad exceptions to Paragraph 1. It states that the
prohibition on automated decision-making does not apply when the processing upon which the
decisionis based

a) is necessary for entering into, or performance of, a contract between the data
subject and a data controller;

94 Article 29, WP251/2017 last revised 2018, 21-22.
% For an analysis of legal effectsand of similarly relevant effects, see Article 29, WP251/2017 last revised 2018,
96 Medoza and Bygrave (2017, 89).
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b) is authorised by Union or Member State law to which the controller is subject, and
which also lays down suitable measuresto safeguard the data subject'srightsand
freedoms and legitimate interests; or

c) is basedonthedatasubject'sexplicit consent.

Based on the broad exception of item (a), automated decision-making is enabled in key areas such
as recruitment and lending. However, for the exception to apply, decisions based solely on
automated processingmust be'necessary.' Such necessity may depend on the highnumber of cases
to be examined (e.g., a very high number of applications to a job). The necessity of using Al in
decision-making may also be connected to Al capacities to outperform human judgement. In this
connection we may wonder whether human involvement will still contribute to a stronger
protection of data subjects, or whether the better performance of machines —even with regard to
the politicaland legal values at stake, e.g.,ensuring 'fairequality of opportunity' forall applicants to
a position® —will make human interventionredundant or dysfunctional. Outside of the domain of
contract and legal authorisation, consent may provide a basis for automated decision-making
according to Article 22(2)(c). However, the conditions for valid consent not always obtain, even in
cases when automated decision-making seemsappropriate. Consider forinstance the casein which
an NGO uses an automated methodfor classifying (profiling) applicants todetermine theirneed and
consequently allocate certain benefits to them. In such a case, it is very doubtful that an applicant's
consent may be viewed as free (as not consenting would entail being excluded from the benefit),
but the system seemssocially acceptable and beneficial even so.

3.6.3. Article 22(3) GDPR: Safeguard measures

In the cases under Article 22(2)(a) and (c) - i.e. when the automated decisionis necessary to contract
or explicitly consented - Article 22(3) requires suitable safeguard measures:

the data controller shall implement suitable measures to safeguard the data subject's
rights and freedoms and legitimate interests, at least the right to obtain human
intervention on the part of the controller, to express his or her point of view and to
contest the decision.

According to Article 29 Working Party, some of these measures concernriskreduction, Examples are
quality assurance checks, algorithmic auditing, data minimisation, and anonymisation or
pseudonymisation, and certification mechanisms.*® Such measures should ensure that the
requirements set forth in Recital (71) - concerning acceptability, accuracy and reliability - are
respected

the controller should use appropriate mathematical or statistical procedures for the
profiling, implement technical and organisational measures appropriate to ensure, in
particular, that factors which result in inaccuracies in personal data are corrected and
the risk of errors is minimised, secure personal data in a manner that takes account of
the potential risks involved for the interests and rights of the data subject and that
prevents, inter alia, discriminatory effects on natural persons on the basis of racial or
ethnicorigin, political opinion, religion or beliefs, trade union membership, genetic or
health status or sexual orientation, or that resultin measures having such an effect

According to the Article 29 Working party, the input data must be shown to not be 'inaccurate or
irrelevant, or taken out of context,' and to not violate 'the reasonable expectations of the data
subjects’, in relation to the purpose for which the data was collected.®” In approaches based on

97 Rawls ([1971 1999, 63).
98 Article 29, WP251/2017 last revised 2018, 32
99 Article 29, WP251/2017 last revised 2018, 17
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machine learning, this should apply not only to the data concerning the person involved in a
particular decision, but also to the datain a training set, where the biases builtinto the training set
may affect the learned algorithmic model, and hence the accuracy the system'sinferences.

Other measures pertain to the interaction with the data subjects, such the right to obtain human
intervention and the right to challenge a decision. For instance, a link could be provided to 'an
appeals process at the point the automated decision is delivered to the data subject, with agreed
time scales for the review and a named contact point for any queries.""® An appeals processis most
significant with regard to Al applications, and especially when these applications are 'opaque’, i.e,
they are unable to provide human-understandable explanationsand justifications.

3.6.4. Article 22(4) GDPR: Automated decision-making and sensitive data

Article 22(4) introduces a prohibition, limited by an exception, to ground automated decisions on
'sensitive data',i.e., the special categories setout in Article 9(1):

Decisions referred toin paragraph 2 shall not be based on special categories of personal
datareferred toin Article 9(1), unless point (a) or (g) of Article 9(2) applies and suitable
measures to safeguard the data subject's rightsand freedomsand legitimate interests
arein place

The exception concerns the cases in which the data subject has given explicit consent (Article
9(2)(a)) or processing is necessary for reason of publicinterest (Article 9(2)(g)). The role of the data
subject's consentneeds to be clarified since consent does notexclude that the methodused forthe
decision is inacceptable (as wheniit is discriminatory).

As noted above Al challenges the prohibition of processing sensitive data. Firstof all, sensitive data
can be (probabilistically) inferred from non-sensitive data. For instance, sex orientation can be
inferred from a data subject's Internet activity, likes oreven facial features.In this case. the inference
of sensitive data should count as a processing of sensitive data, and therefore would have to be
considered unlawful unless the conditions under Article 9 are met.

Secondly, non-sensitive data can workas proxies for sensitive data correlated to them, even though
thelatter are not inferred by the system. For instance, the place of residence can act as a proxy for
ethnicity. In this case, an unlawful discrimination may take place.

3.6.5. Aright to explanation?

To understandthe GDPR ambiguous approach to the rightto explanation we need to compare two
provisions, Recital (71) and Article 22.

According to Recital (71), the safeguardsto be provided to data subjects in case of automated
decisions include all of the following:

- specificinformation

- therightto obtain humanintervention,

- theright to express his or her point of view,

- therighttoobtain an explanation of the decision reached aftersuch assessment
- therightto challenge the decision.

According to Article 22 the suitable safequards to be providedinclude 'at least’

100 Article 29, WP251/2017 last revised 2018, 32
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- therightto obtain humanintervention,
- therightto express his or her point of view,
- therightto challenge the decision.

Thus, two items are missingin article 22 relative to Recital (71): the provision of 's pecific information'
and the right to obtain an explanation of the decision reached after such assessment'. The first
omission may not be very significative, since the obligation to provide information is already
established by articles 13,14 and 15 GDPR, as noted above, even though the requirementthat the
information be 'specific' is only spelled out in Recital (71). The second omission raises the issue of
whether controllers are really required by law to provide an individualised explanation. Two
interpretations arepossible.

According to the first one, the European legislator, by only including the request for specific
explanationin therecitals and omitting it fromthe articles of the GDPR, intended to convey a double
message: to exclude an enforceable legal obligation to provide individual explanations, while
recommending thatdatacontrollers provide such explanations when convenient, according to their
discretionary determinations. Following this interpretation, providing individualised explanation
would only be a good practice, and not a legally enforceable requirement.

According to the second interpretation, the European legislator intended on the contrary to
establish an enforceable legal obligation to provide individual explanation, though without unduly
burdening controllers. This interpretation is hinted at by the qualifier 'at least', which precedes the
reference made to a 'right to obtainhumanintervention on the partof the controller, to express his
or her point of view and to contestthe decision.' The qualifier seems to suggestthat some providers
are legally required to adopt further safeguards, possibly including individualised explanations, as
indicated in Recital 71. On this second approach, an explanationwould be legally needed, whenever
it is practically possible, i.e., whenever it is compatible with technologies, costs, and business
practices.

Both readings of these provisions — the combination of Article 13, 14, 15 and 22 — seems possible.
The reason for this ambiguous language s likely to be that the legislator was unsure as to whether
individualised explanations should be made into a legal requirement. As noted by some
commentators, the view that data subjects have a right to individualised explanations under the
GDPR may in the future be endorsed by data protection authorities and courts, perhaps viewing
individualised explanation as a precondition for the data subjects' ability to effectively contest
automated decisions.

A broad reading of Article 22(3), according to which an explanation is required to
contest adecision, would strengthenthe rightto contest.In this case, the argument for
a right to explanation of specific decisions could be further buttressed by drawing on
the rights to fair trial and effective remedy enshrined in Articles 6 and 13 of the
European Convention on Human Rights.'?!

However, we should be cautioned against overemphasising a right to individualised explanations
as a generalremedy to the biases, malfunctions, and inappropriate applications of Aland big data
technologies.’ A parallel may be drawn between consent and individualised explanation, as both
rely on the data subject's informed initiative. It has often been observed that consent provides no
effective protection, given the disparity in knowledge and power between controllers and data
subjects, and also the limited time and energy available to the latter,and their inability to pool their

10T Wachter et al (2016).
102 Edwards and Veal (2019).
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interests and resources and coordinate their activities. The same may also apply to theright to an
explanation, which is likely to remain underused by the data subjects, given that they may lack a
sufficient understanding of technologiesandapplicable normative standards. Moreover,even when
an explanation elicits potential defects, the data subjects may be unable to obtain a new, more
satisfactorydecision.

3.6.6. What rights to information and explanation?
Our analysis of theright toinformation and explanationto data subject endup with puzzlingresults.
Let us summarisethe main references in the GDPR:

e Accordingto Article 13and 14 (on therightto information and Article 15 (on the rightto access),
the controller should provide information on 'the existence of automated decision-making,
including profiling, referred to in Article 22(1)' and 'meaningful information about the logic
involved, as well as the significance and the envisaged consequences of such processingfor the
data subject'.

e Accordingto Article 22, the data subjecthas at leastthe rightto obtain human intervention, the
right to express his or her point of view, and the right to challenge the decision.

e According to Recital (71), the data subject should also have the right to obtain an explanation
of the decision reached after the assessment of his or her circumstances.

We have also observed thataccording to the European Data Protection Board, controllers should
provide data subject, in simple ways, with the 'rationale behind or the criteria relied on in reaching
the decision.' This information should be so comprehensive as to 'enable data subjects to
understandthereasonsfor the decision."®

Finally, Article 7(4)(a) of the Directive on Consumer Rights'** addresses information to be provided
to consumers with regardto online offers, which often are based on profiling. It establishes that the
supplier should indicate 'the main parameters determining ranking [...] of offers presented to the
consumer' as wellas 'the relative importance of those parameters asopposed to other parameters".

Based on this set of norms, the obligation to provide information to the profiled data subject can
take very different content:

1. information on the existence of profiling, i.e., on the fact that the data subject will be
profiled or is already being profiled;

2. generalinformationon the purposesof the profiling and decision-making;
3. generalinformationon the kind of approach andtechnology that is adopted;

4. general information on what inputs factors (predictors) and outcomes
(targets/predictions),of what categoriesare being considered;

5. generalinformation ontherelativeimportance of such input factors in determining the
outcomes;

193 Guidelines of the European Data Protection Board of 3 October 2017 on Automated individual decision-making and
Profling, p. 25.

194 Directive 2011/83/EU of the European Parliament and of the Council of 25 October 2011 on consumer rights, as
amended by Directive 2019/2161/EU of the European Parliament and of the Council of 27 November 2019 amending
Council Directive 93/13/EEC and Directives 98/6/EC, 2005/29/ECand 2011/83/EU of the European Parliament and of the
Council as regards the better enforcement and modernisation of Union consumer protection rules
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6. specificinformation on what data have been collected about the data subject and used
for profiling him or her;

7. specificinformation on what values for the features of the data subject determined the
outcome concerning him or her;

8. specificinformation on what datahave beeninferredaboutthe data subject;

9. specific information on the inference process through which certain values for the
features of the data subject have determineda certain outcome concerning him or her.

In this list, items from (1) to (5) concern information ex ante, to be provided before the data are
collected or anyway processed, while items from (5) to (9) concern information to be provided ex
post.

With regard to the ex-ante information, it is sure that the controller is required to provide the
information under (1) and (2). Information under (3) may also be required, when the adopted
technology makes a relevant difference (e.g., it may be inappropriate or lead to errors and biases).
Information under(4) should alsobe provided,as a minimalaccountofthe'logic' of the processing,
at leastrelative to the categories intowhich theinput factors can be classified. This idea is explicitly
adopted in the California Consumer Privacy Act, which at Section 1798.100 (b) requires controllers
to'inform consumers as to the categories of personalinformationto be collected.' We may wonder
whether also some informationunder (5) should be provided, as an aspect of the informationabout
the'logic' of the processing, thoughit may not easyto determinein the abstract (without reference
to a specific case) theimportance of a certain input factor.

With regard to the ex-postinformation,all data under (6) should be provided,as they are the object
of therightto access. Informationabout (7) should also be provided, if we assumethatthere is right
toindividualised explanation.An individualised explanationmayalso require informationabout (8),
when the intermediate conclusions by the systemplay a decisive role. Finally, information about (9)
might also be provided, thoughinformation on (7) and (8) should generally be sufficient to provide
adequateindividualised explanations

Theinformation above needsto be complemented with further informationin the case of decisions
by public authorities, in which case also a reference to the norms being applied and the powers
being exercised is needed, based on principles concerning the required justification for
administrative acts.

Given the variety of ways in which automated decision-making can take place, it is hard to spedfy
in precise and general terms whatinformationshould be provided. Whatinformation the controller
may be reasonably required todeliver willindeed depend on the importance of the decision, on the
space of discretion that is being used, and on technologicalfeasibility. However, it seems that data
subjects who did not obtain the decision they hoped for should be provided with the specific
information that most matters to them, namely, with the information on what values for their
features determined in their case an unfavourable outcome. The relevant causal factors could
possibly be identified by looking at the non-normal values that may explain the outcome. Consider
for instance the case of person having an average income, and an ongoing mortgage to repay,
whose application for an additional mortgage is rejected. Assume both of the following
hypotheticals: (a) if the person had had a much higher income her application would have been
accepted, regardless of her ongoing mortgage, and (b) if she had had no ongoing mortgage, her
application would have been accepted, given her average income. Under such circumstances, we
would say that it was the previous mortgage, rather than the average income, the key reason or
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cause explaining why the mortgage application wasrejected, since it is what explains thedeparture
from the standardoutcome for such a case. '®

3.7. Aland privacy by design

Two different legal perspective, complementary rather than incompatible, may inspire data
protection law, a right based and a risk-based approach. Though the focus of the GDPR is on the
right-based approach, there areabundantreferences to therisk prevention in the GDPR that can be
used to address Al-relatedrisks.’®

3.7.1. Right-based and risk-based approaches to data protection

Theright-based approach to data protection, which underlies in particular Europeanlaw, views data
protection as a matter of individual rights. These rights are organised in two layers. The top layer
includes the fundamental rights to privacy and data protection, which are synergetic to other
fundamental rights and principles: dignity, freedom of thought, conscience and religion, freedom
of assembly and association, freedom to choose an occupation and right to engage in work, non-
discrimination, etc. The lower tier is constituted by the data protection rights granted to individuals
by the GDPR, such as the power to consent and withdraw consent (to processingnot having other
legal bases), the right to information, access, erasure, and the right to object. The focus is on the
harm to individuals and on legal measure empowering their initiatives.

The risk-based approach, rather than granting individual entitlements, focuses on creating a
sustainable ecology of information, where harm is prevented by appropriate organisational and
technological measures. Data protection, when seen from the latter perspective appearsto beas a
risk-regulationdiscipline, similar to environmental protection, food safety, oreven the regulation of
medical devices or financial markets. In these domains the emphasis in on preventive measures,
certification, private and public expertise, and on the way in which not only individuals by also
society and groups are affected.

3.7.2. Arisk-based approach to Al

With regard to Al, both the right-based and the risk-based approaches are meaningful, but the
second is particularly significant. It has been noted that in the US a risk-based approach to data
protection hasemerged in the public sector. A 'Big Datadue progress','” has been argued for, which
requires agencies to educate officers on biases and fallacies of automation, to appoint hearing
officers tasked with reviewing automated decisions, to test regularly computer systems, to ensure
that audit trails are kept, etc.’® For instance, it has been argued that the US Federal Trade
Commission should playa keyrole in ensuringfairnessand accuracy of credit scoring systems, given
the hugeimpact that abad credit score may have on people'slife. Other suggested remediesinclude
auditing, noticing consumer, and enabling consumersnot only to access theirdata, but also to test
the system by submitting hypotheticals.'”

195 0n the connection between causal explanations and (ab)normality, see Halpern and Hitchcock (2013)
196 Edwards and Veal (2019).

197 Edwards and Veal (2019).

198 Citron (2008).

199 Citron and Pasquale (2014).
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The GDPR also contains a number of provisions that contribute to prevent the misuse of Al, in
particular, in connection with the idea of 'privacy by design and by default’, namely, with preventive
technologicaland organisational measures.''°

A serious issue pertaining to risk-prevention and mitigation measures concerns whether the same
measures should be required by all controllers engaging in similar processings or whether a
differentiated approach is needed, that takesinto accountthe size of controllers and their finandal
and technical capacity of adopting the most effective precautions.More precisely, should the same
standardsbe applied both tothe Internet giants, which have huge assetsand powerful technologies
and profit of monopolistic rents, and to small start-ups, which are trying to develop innovative
solutions with scanty resources. Possibly a solution to this issue can be found by considering that
risk prevention and mitigation measures are the object of best effort obligations, having a
stringency thatis scalable, depending not only on the seriousness of therisk, but also the capacity
oftheaddress of the obligation. Thus, more stringent risk preventions measures may be required to
the extent that the controller both causesa more serious social risk, by processing a larger quantity
of personal data on larger set of individuals and has superior ability to respond to risk in effective
andfinancially sustainable ways.

3.7.3. Article 24 GDPR: Responsibility of the controller
Article 24, on 'Responsibility of the controller’, requires the controller to

implement appropriate technicaland organisational measuresto ensure and tobe able
to demonstrate thatprocessingis performedin accordance with this Regulation'.

Such measures are to be 'reviewed and updated where necessary.' With regard to Al applications,
the measures include controls over the adequacy and completeness of training sets, over
reasonableness of the inferences, over the existence of causes of bias and unfairness.

3.7.4. Article 25 GDPR: Data protection by design and by default

Article 25 (1) on 'Data protection by design and by default’, specifies that both 'at the time of the
determinationofthe means for processing and at the time of the processing'the controller should

implement appropriate technical and organisational measures which are designed to
implement data-protection principles [...]in an effective manner and to integrate the
necessary safeguards intothe processing.

Article 25(2) addresses data minimisation. It is relevant to Al and big data applications as it
requires the implementation of

appropriate technical and organisational measures for ensuring that, by default, only
personal data which are necessary for each specific purpose of the processing are
processed.

Such measures should address 'the amount of personal data collected, the extent of their
processing, the period of their storageand their accessibility'. Article 25(2) questions the possibility
to retain the datain consideration of future stillundetermined purposes, unless the scope the future
uses is defined (e.g. scientificor market research).

110 Edwards and Veal 2019.
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3.7.5. Article 35 and 36 GDPR: Data protection impact assessment

Article 35 requires that a data protectionimpact assessment is preventively carried out relatively to
processing that is likely to result in a high risk to the rights and freedoms of natural persons. The
assessment is requiredin particular when the processinginvolves

a systematic and extensive evaluation of personal aspects relating to natural persons
which is based on automated processing, including profiling, and on which decisions
are based that produce legal effects concerning the natural person or similarly
significantly affect the natural person.

Thus, an impact assessment is usually required when Al-based profiling contributes to automated
decision-making affecting individuals, since such profiling is likely to be 'systematicand extensive.'

When the assessment determines that a processing involves 'high risk', according to Article 36 (1)
the controller should preventively ask the supervisory authority (the national data protection
authority) for advice.

The controller shall consult the supervisoryauthority prior to processing where a data
protection impact assessment under Article 35 indicates that the processing would
resultin a high riskin the absence of measures taken by the controller to mitigate the
risk.

The impact assessmentmust be shared with the supervisory authority. The authority must provide
written advice to the controller where

the supervisory authority is of the opinion that the intended processing referred to in
paragraph 1 would infringe this Regulation, in particular where the controller has
insufficiently identified or mitigated therisk.

The authority may also use its investigative and corrective powers. In particular it may (article
50(2)(d)):

order the controller or processor to bring processing operations into compliance with
the provisions of this Regulation

The authority mayeven temporarily or permanently ban the use of the system (article 50(2)(f)).

Articles 35 and 36 are particularly important to the development of data-protection compliant Al
application, since may enable cooperationand mutual learning between data protection authorities
and controllers.

3.7.6. Article 37 GDPR: Data protection officers
Article 37 requires controllers to designatea data protection officer when they engage in

processing operations which, by virtue of their nature, their scope and/or their
purposes, require regularand systematic monitoring of data subjects on a large scale,
or when they process on a large-scale sensitive data or data concerning criminal
convictions.

This provision s relevant to Al, since various Al-based applications are basedon data sets collected
by the monitoring the behaviour of data subject (e.g., their online behaviour, or their driving
behaviour, etc.). A specialised and impartial internal review would arguably be useful in such cases.
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3.7.7. Articles 40-43 GPDR: Codes of conductand certification

Articles 40-43 address codes of conduct and certification. While these provisions do not make
explicit reference to Al, codes and conduct and certification proceduremay be highly relevantto A,
given therisks involved in Alapplication, and the limited guidance provided by legal provisions.

Adherence to codes of conduct and certification mechanisms, according to Articles 24 and 25 may
contribute to demonstrate compliance with the obligations of the controller and with the
requirementsof privacy by design. The idea of a certification for Alapplications has been endorsed
by the European Economic and Social Committee (EESC) which 'calls for the development of a
robust certification system based on test procedures that enable companies to state that their Al
systems are reliable and safe.' Thus, it suggests developing a 'European trusted-Al Business
Certificate based partly on the assessment list put forward by the High-Level Experts' group on Al
Ontheother hand, some perplexitieson a general framework for certification have also beenraised,
based on the complexity of Altechnologies, their diversity, and theirrapid evolution.™

Certification and code of conducts could address both algorithms as such (in particular with regard
to their technical quality andaccuracy) aswellas the context of their application (training sets, input
data, intended outcomes and their uses). They could enable sectorial approaches and the rapid
adaptation to technologicaland social changes.

Ontheother hand, it has been observed that 'voluntary self-or co-regulation by privacy seal has had
a bad track record in privacy, with recurring issues around regulatory and stakeholder capture.’"
Certification and codes of conduct - in combination with the requirement to demonstrate
compliance, according to accountability - may lead to formalistic practices, rather than to thereal
protection of the interests of data subject.”” Much will depend on the extent to which data
protection authorities will supervise the adequacy of these soft law instruments, and the
effectiveness of their application.

3.7.8. Therole of data protection authorities

As shownin the previoussections, there are variousreferencesin the GDPR that supporta proactive
risk-based approach towards Aland big data. It willbe up to the creativity of technological and legal
experts, in particular those having the role of data protection officers, to provide adequate solutions.
An important role can also be played by data protection authorities, in enforcing data protection
law, but also in proposing and promoting appropriate standards. The GDPR makes explicit reference
both to National data protection authoritiesand to the European DataProtection Board, to which is
confersanimportantrole.

The European Data ProtectionBoard is the continuationor the Article 29 Working Party, established
by the 1995 Data Protection Directive. It includes representatives of the Member States' data
protection authorities and of the European data protection supervisors is meant to ensure the
consistent applicationof the Regulation. Accordingto Recital (77) the Board is supposed to provide
guidance on theimplementationof the GDPR through guidelines:

Guidance on the implementation of appropriate measures and on the demonstration
of compliance by the controller or the processor, especially asregards the identification
of the risk related to the processing, their assessment in terms of origin, nature,
likelihood and severity, and the identification of best practices to mitigate the risk,
could be provided in particular by means of approved codes of conduct, approved

T AlNow (2018) report
112 Edwards and Veal (2019, 80).
113 Edwards and Veal (2019, 80).
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certifications, guidelines provided by the Board or indications provided by a data
protection officer.

The Board is entrusted with the task of determining whether certain processing operations do not
involve highrisks, and of indicating what measuresmay be appropriate in such cases:

The Board may also issue guidelines on processing operations that are considered to
be unlikely to result in a high risk to the rights and freedoms of natural persons and
indicate what measures may be sufficient in such cases to address suchrisk.

An explicit reference to automated decision-making is containedin Article 70 (1)(f) GDPR, which lists
the tasks of Board. With regard to automated decision-making the Board should

on its own initiative or, where relevant, at the request of the Commission, issue
guidelines, recommendationsand best practices [...] for further specifying the criteria
and conditions for decisions based on profiling pursuant to Article 22(2)

3.8. Al, statistical processing and scientificresearch

Al and big data provide not only risks but also great opportunities. In particular, they offer new
avenues to gain knowledge about nature and society that can be used for beneficial purposes.
Consider forinstance the huge importance of applying Alto medical data, to improve the accuracy
of medical tests, to assess connection between symptoms and pathologies, to analyse the
effectiveness of therapies. Similar considerations also concern the Al and big data applications to
social and economic data, to better plan and optimise private and public activities. As note in
Section 2.3.2, big data analytics can lead to unexpected discoveries, which may result from
combining data collected for different purposes. Thus, the traditional principles of data protection,
such as data minimisation and purpose limitation are challenged, since they may preclude some
useful applications and technological development. The problem is aggravated by the fact that
many non-European countries seem to offer normative environments that are more facilitative to
the full development and deploymentof Al systems.

3.8.1. The concept of statistical processing

It has been argued that the way forward, to enable the use of big data analytics also in Europeis to
refer to the discipline for scientificand statistical purposes.'* In particular, Recital (162) GDPR refers
tofurther EU or National law for the regulation of processing for statistical purposes:

Union or Member State law should, within the limits of this Regulation, determine
statistical content, control of access, specifications for the processing of personal data
for statistical purposes andappropriate measuresto safeguardtherights and freedoms
of the data subject and for ensuring statistical confidentiality.

In the same Recital, processing for statistical purposesis positively characterised by the objective of
producing statistical surveys and resultsand negatively by the fact that theiroutcomesare not used
for measures or decisions concerning particular individuals:

Statistical purposes mean any operation of collection and the processing of personal
data necessary for statistical surveys or for the production of statistical results. Those
statistical results may further be used for different purposes, including a scientific
research purpose. The statistical purpose implies that the result of processing for
statistical purposes is not personal data, but aggregate data, and that this result or the

14 Mayer-Schonberger and Padova 2016.
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personal data are not used in support of measuresor decisions regarding any particular
natural person.

As it emerges from this characterisation, the meaning of statistical purpose in the GDPR is not
narrowly defined and maybe constructed as including notonly uses for the publicinterest, but also
by private companies for commercial goals.'™

3.8.2. Article 5(1)(b) GDPR: Repurposing for research and statistical processing

According to Article 5(1)(b) repurposing datafor statistical purposes is in principle admissible, as it
will 'not be considered to be incompatible with the initial purposes.' Similarly, at 5(1)(e) data
retention limits are relaxed with regard to processingfor research and statistical purposes.However,
processing for research and statistical purposes requires appropriate safequards, including in
particular pseudonymisation. On the other hand, EU or National law may provide for derogation
from the data subjects' rights, when neededto achieve scientific or statistical purposes.

3.8.3. Article 89(1,2) GDPR: Safeguards for research of statistical processing

Statistical processing is addressed in Article 89(1), requiring that appropriate safeguards are
adopted for processing for archiving, research or statistical purposes and that in particular that the
data be pseudonymised or anonymised when these purposes can be achieved in this manner.

Processing for archiving purposesin the publicinterest, scientificor historical research
purposes or statistical purposes, shall be subject to appropriate safeguards, in
accordance with this Regulation,for the rightsand freedoms of the data subject.

The safeguards are linked to data minimisation, though a reference is made not only to
anonymisation butalso to pseudonymisation (which does notinvolve a reduction in the amount of
personal data).

Those safeguards shall ensure that technical and organisational measures arein place
in particular in order to ensure respect for the principle of data minimisation. Those
measures may include pseudonymisation provided that those purposes can be fulfilled
in that manner. Where those purposes can be fulfilled by further processing which does
not permit or no longer permits the identification of data subjects, those purposes shall
be fulfilled in that manner.

Finally, Article 89 (2) allows for derogations from certain data subjects' rights — to access (Article 15
GDPR), to rectification (16), to restriction of processing (18), to object (21)-in the case of processing
for research or statistical purposes.

Where personal data are processed for scientific or historical research purposes or
statistical purposes, Union or Member State law may provide for derogations fromthe
rights referred toin Articles 15, 16, 18 and 21 subject to the conditions and safeguards
referred to in paragraph 1 of this Article in so far as such rights are likely to render
impossible or seriously impair the achievement of the specific purposes, and such
derogationsare necessaryfor the fulfilment of those purposes.

It has been argued that the EU and member States have a strong interestin enabling statistical
processing, tosupport economic and technological development. Thus, they may use the provisions
above to enable this processing on a large scale, while establishing the required safeguards and
derogations. This would provide the opportunity for an EU approach to data analytics, which is
compatible with effective data protection:

15 Mayer-Schoeberger and Padova 2016,326-7
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GDPR is making small, but noteworthy stepstowards enabling Big Data in Europe. Itis
a peculiar kind of Big Data, though, that European policymakersare facilitating:one that
emphasizes reuse and permits some retention of personal data, but that at the same
time remains very cautious when collecting data.'’®

The facilitations for scientific and statistical processing, however, may extend beyond reuse and
retention: these kinds of processingmay also be justified by legitimate interestsaccordingto 6(1)(),
aslongasthe processingis donein such a way asto duly fulfil the thatdata subjects'data protection
interests, including their interests in not being subject to risks because of unauthorised uses of their
data.

A difficult issue concerns whether access to the data sets of personal information supporting
statisticalinferences (e.g., to predict consumer preferences, or market trends) should be limited to
the companies or public bodies who have collected the data. On the one hand, allowing, or even
requiring, that the original controllers do not make the data accessible to third parties, may affect
competition and prevent beneficial uses of the data. On the other hand, requiring the original
controllers to make their data setsavailable to third partieswould cause additional data protection
risks.

16 Mayer-Schoenberger and Padova 2016,331
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4. Policy options: How to reconcile Al-based innovation with
individual rights & social values, and ensure the adoption of
data protectionrulesand principles

In this section, the main results of the report will be summarised, pointing outthe main conclusions
reached and proposing some policy indications.

4.1. Al and personal data

In Section 2 the socialand legalissues pertaining tothe application of Alto personal data have been
discussed. First opportunities and risks have been illustrated, and then the key ethical and legal
issues have been considered.

4.1.1. Opportunities and risks

First, the concept of Al has been introduced and the development of Al research and applications
have been presented, focusing particularly on the recent successes of machine learning based
models for narrow Al.

Then, the ways in which Al-based systems may use personal data have been described and the
resulting opportunities and risks have been illustrated. It has been observedthat personal data can
be used to predict human behaviour, to learn the propensities and attitudes of individuals, to
exercise influence over behaviour. The feedback relations between Aland big (personal) data have
also been considered: the possibility of using Al stimulates the collection of vast sets of personal
data, and the availability of big data sets, inits turn, stimulates novel applications of Al.

Benefits and risks concerning the deployment of Alhave been examined. The combination of Aland
big data offers great opportunities for scientific research, welfare, governance and administration,
but it also engenders serious risks for individuals and society: intensified surveillance, control,
manipulation, unfairness and discrimination. Even when the processing of data is non-
discriminatoryand basedon reliable technologies, it may lead to unacceptable levels of surveillance,
control and nudging, which affect individual autonomy, cause psychological harm, and impair
genuine socialinteractions andthe formation of public opinion.

4.1.2. Normative foundations.

The normative foundationsofa human-centred regulation of Alhave been considered. It has been
observed thata framework is emerging, in which traditional ethical ideas, such as respect for human
autonomy, prevention of harm, and fairness are combined with specific and somehow technical
requirementsconcerningtransparency, explicability, robustnessand safety.

Turning from ethics to law, it has been claimed that Al relates to the law at different levels. As a
pervasive and multifaceted technology, Al may either enhance or impair the exercise of multiple
fundamental rights: privacy and data protection, civil freedoms and social rights. It can also
contribute to, or detract from, the realisation of different social values, such as democracy, welfare,
or solidarity. Correspondingly, promoting the opportunities of Aland countering its risksfalls within
the purview of multiple areas of the law, from data protection, to consumer protection, competition
law, labour law, constitutionaland administrative law. Different interests are at stake: the interests
in data protection, in a fair algorithmic treatment, in transparency and accountability, in not being
misled or manipulated, in the trustworthiness of Al systems, in algorithmic competition, among
others.
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4.2. Alin the GDPR

Based on this analysis, the provisions in the GDPR have been analysed to determine to what extent
they adequately address Al applications. Does the GDPR contribute make it possible to enjoy the
opportunitiesenabledby Alwhile preventingthe attendant risks, or does it ratherfail in this mission,
either by establishing barriers to the beneficial deployment of Al, or conversely failing to prevent
avoidablerisks?

4.2.1. Personal data in re-identification and inferences

First of all, Al raises issues pertaining to the very nature of personal data, concerning in particular
the possibility of reconnecting the data subjects with their de-identified data, and the possibility of
inferring new personal data from existing data.In this regard the notion of personal data in the GDPR
does not provide clear answers. It would be advisable to clarify, possibly in a soft-law instrument,
such as an opinion of the Article 29 Working Party, that re-identification consists of a processing of
personal data, and indeed can be assimilated to collection of new personal data. Therefore, re-
identification is fully subject to all GDPR requirements (including obligations to inform the data
subject and the need for a legal basis).

Special considerations applyto the inference of personal data. A possible approach could consist in
distinguishing the cases in which aninference of personal data is accomplished without engaging
in consequential activities, i.e., the inferred personal data are merely the output of a computation
which does not trigger consequential actions,and the casesin which the inferred data are also used
as input for making assessmentand decisions.In the latter case, the data should definitely countas
newly collected personaldata.

4.2.2. Profiling

Profiling is at the core of the application of Al to personal data: it consistsin inferring new personal
data (expanding a person's profile) onthe basis of the available personal data.Profiling provides the
necessary preconditionfor automated decision-making, as specifically requlated in the GDPR. A key
issueis the extent to which the law may govern and constrain such inferences, and the extent of the
data subject's rights in relation to them. This aspect is also not clearly worked out in the GDPR.
Neither is the extent to which the data subject mayhave arightto reasonable automatedinferences
clear, even when these inferences provide a basis for making assessments or decisions.

4.2.3. Consent

The requirement of specificity, granularity and freedom of consent are difficult to realise in
connection with Al applications. Thus, in general, consent will be insufficient to support an Al
application, unless it appears that the application pursues a legitimate interest and does notunduly
sacrifice the data subject's rights and interests under Article 6 (1)(f). There are, however, cases in
which consent by the data subject would be the decisive criterion by which to determine whether
his or her interests have been sufficiently taken into consideration by the controller (e.g., consentto
profiling in theinterest of the data subject).

4.2.4. Al and transparency

The report distinguishes between information to be provided before the data subject's data are
processed for the purpose of profiling and automated decision-making (ex-ante information), and
theinformation to be provided afterthe data have been processed (ex-postinformation).

Ex-ante information is addressed by the right to information established by Articles 13(2)(f) and
14(2)(g) requiring two kinds of information to be provided: information on the existence of
automated decision-making and meaningful information on its logicand envisaged consequences.
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Thereis an uncertainty as to whatis meant by the logicand consequences of anautomated decision.
With regard to complex Al processing, there is a conflict between the needfor the informationto be
concise and understandable on the one hand, and the needfor it to be precise and in-depth on the
other.

Ex-post information is addressed by Article 15(1), which reiterates the same information
requirements in Articles 13 and 14. It remains to be determined whether the controller is required
to provide the datasubject with only general information oralso with anindividualised explanation.

4.2.5. Therights to erasure and portability

The GDPR provisions on the rights to erasure and portability do not specifically address Al-based
processing. However, some importantissues emerge concerning the scope of such rights. With
regard to therightto erasure, we may ask whether it may also cover inferred informationand with
regard to the right to portability, whether it also includes information collected by tracking the
individuals concerned. The scope of the right to erasure, as distinguished from the right to object,
depends on the extent to which the processing is unlawful. Thus, uncertainties about the
unlawfulness of the processing will likely also affect theright to erasure.

4.2.6. The right to object

Article 21 specifically addresses the ability to object to profiling, on personal grounds, when the
processing is based on public interests (Article 6 (1)(e)), or on legitimate private interests
(Article 6 (1)(f)). Data subjects have an unconditioned right to object to profiling for purposes of
direct marketing. Data subjects can also object to profiling for statistical purposes. The right to
object should have a vast scope with regard to Al-based processing. The key issue would be to make
it easier to exercise this right.

4.2.7. Automated decision-making

Article 22 on automated decision-making is highly relevant to Al, since automated decisions today
are indeed taken through Al-based systems. According to the interpretation suggested above,
Article 22(1) prohibits any completely automated decisions based on profiling and having legal or
significant effects on the data subject. Article 22(2) introduces broad exceptionsto the prohibition,
allowing for automated decisions to be introduced by contract, law or consent.

This provision raises a number of issues, from determining when a decision is 'based solely on
automated processing' to establishing whether its effects 'significantly' affect the data subject, to
establishing when exceptions apply. Article 22(3) requires suitable safeguard measures to be
adopted, 'atleast' concerning the data subject's rightto obtain human intervention, to express his
or her point of view and to contest the decision. This list omits the safeguard consisting of the right
to obtain an individualised explanation, which specifies the reasons why an unfavourable decision
has been adopted.lt also leavesoutthe requirement thatthe decisionbe 'reasonable,' meaning that
its input factors and aims are acceptable and its method reliable (see Section3.1.2 above).
Reasonableness also requires that the extent to which certain input factors influence the decision
should be proportionate to the causal or at least predictive importance of such factors relative to
thelegitimate goals being pursued.

4.2.8. Al and privacy by design

A risk-based approach to data-protection focuses on preventing harm, rather than on providing
individual data subjects with legal powersover the processing of their data. A key role in this regard
is played by Article 25, which, under the heading 'Data protection by designand by default’, requires
that technicaland organisational measures be adoptedto implementdata protection principles and
integrate safeguards in the processing. With regard to Al, these measures should include controls
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over the representativeness of training sets, over the reasonableness of the inferences (including
thelogical and statistical methods adopted) and overthe absence of unfairness and discrimination.
Appropriate security measures, such as encryption or pseudonymisation, should also prevent
unauthorised uses of the data (Article 32 (1)). High risk processing operations are subject to
mandatory data protection assessment (Article 35 (1)), a requirement that applies in particular to
the 'systematic and extensive evaluation of personal aspects' for the purpose of automated
decision-making including profiling (Article 35 (3)(a)). Article 37 requires that a data protection
officer be designated when a 'regular and systematic monitoring of datasubjectson a large scale'is
envisaged. Articles 40-43, on codes of conduct and certification, although not specifically
addressing Al, identify procedures for anticipating and countering risks, and incentivise the
adoption of preventive measuresthat are highly significant to Al.

4.2.9. Al, statistical processing and scientific research

In combination with big data, Alcan provide useful results for science and statistical purposes (eg.
in medicine for diagnosis or prognosis, in the social sciencesfor understanding economic or political
behaviour, in business for detecting consumer tastes and trends). These results have a general
nature (they are not attached to particular individuals); therefore, they do not count as personal
data. However, statistical and scientific processing also affectsindividuals, by exposingtheir datato
security risks and abuse. Moreover, statistical results may indirectly affect individuals, since they
provide information - possibly inaccurate or misleading - concerning the groups to which an
individual belongs. The GDPR allows repurposing for scientific and statistical processing (under
appropriate safeguards). The permission to engage in scientific and in particular statistical
processing may enable beneficial uses of Al and big data in Europe, even though we need to take
theimplications for data subjects'rightsand for competition into account.

4.3. Aland GDPR compatibility

In this section, the main results of the foregoing review will be summarised. It will be argued that
policy options exist for ensuring that innovation in the field of Al is not stifled and remains
responsible. Guidelines for controllers are needed, though there is no urgent need to make broad
changes to the GDPR

4.3.1. No incompatibility between the GDPRand Al and big data

It has been argued thatthe GDPR would be incompatible with Aland big data, given that the GDPR
is based on principles — purpose limitation, data minimisation, the special treatment of 'sensitive
data’, thelimitation on automateddecisions —thatare incompatible with the extensive useof Al as
applied to big data. As a consequence, theEU would be forced to either renounce application of the
GDPR or lose the race against those information-based economies — such as the USA and China -
that are able make fulluse of Al and big data.'"”

Contrary to thisopinion, thisreport shows thatit is possible —and indeed likely —that the GDPR will
be interpretedin such a way as to reconcile both desiderata: protecting datasubjects andenabling
usefulapplications of Al. It is true that the full deployment of the power of Al and big data requires
collecting vast quantities of data concerning individuals and their social relations, and that it also
requires processing of such datafor purposes that were not fully determined at the time the data
were collected. However, there are ways tounderstand and apply the data protection principles that
are consistent with the beneficial uses of Aland big data.

117 Zarsky (2017), Hildebrandt (2015)
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The requirement thatconsent be specificand purpose limitation be respected should be linked to
a flexible application of the idea of compatibility, that allows for the reuse of personal data when
this is not incompatible with the purpose for which the data were collected. As noted above, the
legal basis laid down in Article (6)(1)(f), namely, that the processing should serve a legitimate interest
that is not outweighed by the interests of the data subjects, in combination with a compatibility
assessment of the new uses, may provide sufficient grounds on which to make reuse permissible.
Moreover, as noted above, reuse for statistical purposes is assumed to be compatible, and thus
would in general be admissible (unless it involves unacceptable risks for the datasubject).

Even the principle of data-minimisation can be understood in such a way as to enable a beneficial
application of Al. This may involve in some context reducing the 'personality’ of the data, namely
the ease with which they can be connected to the individuals concerned, with measures such as
pseudonymisation, rather thanfocusing on theamount of personal data to be preserved. This also
applies to re-identification, the possibility of which should not exclude the processing of data which
can be re-identified, but rather requires viewing re-identification as the creation of new personal
data, which should be subject to allapplicable rules, and strictly prohibited unless all conditions for
the lawful collection of personal data are met, and should also be subject to the compatibility test.

The information requirements established by the GDPR can also be met with regard to Al-based
processing, even though the complexity of Al systems represents a difficult challenge. The
information concerning Al-based applications should enable the data subjects to understand the
purpose of the processingandits limits, withoutgoing into technical details.

The GDPR allows for inferences based on personal data, including profiling, but only under certain
conditions and so long as the appropriate safeguards are adopted.

The GDPR does not exclude automated decision-making, as it provides for ample exceptions —
contract, law or consent — to the general prohibition set forth in Article 22(1). Uncertainties exist
concerning the extent to which an individual explanation should be provided to the data subject.
Uncertainties also exist about the extent to which reasonableness criteria may apply to automated
decisions.

The GDPR provisions on preventivemeasures, and in particularthose concerning privacy by design
and by default should also not hinder thedevelopment of Alapplications, if correctly designed and
implemented, although they mayentail some additional costs.

Finally, the possibility of using the datafor statistical purposes— with appropriate security measures,
proportionate to therisks, which should include at least pseudonymisation — openswide spaces for
the processing of personal data in ways that do notinvolve theinference of personal data.

4.3.2. GDPR prescriptions are often vague and open-ended

In the previous sectionsit has been arguedthat the GDPR allows for the development of Aland big
data applications that successfully balance data protection and othersocialandeconomicinterests.
However, this does not mean thatsuch a balance can be found by referring to the GDPR alone. The
GDPR rules need to be interpretedand consistently implemented, and appropriateguidance needs
to be provided on concreteimplication of the GDPR for particular processing activities.

The GDPR indeed abounds in vague clauses and open standards. Among those pertaining to the
issues here addressed, the following can be mentioned: the identifiability of the data subject
(Article4 (1)), thefreeness of consent (Article (4)(11), the compatibility of further processing with the
original (Article 5(1)(c)), the necessity of the data relative to their purpose (Article 5 (1)(c)), the
legitimacy of the controller's interests and their non-overriddenimportance (Article 6(1)(f)), the
meaningfulness of the information about the logic involved in automated decision-making
(Articles 13(2)(f) and 14 (2)(q)), the suitableness of the safeguard measures to be adopted for
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automated decision-making (Article 22 (2)), and the appropriateness of the technical and
organisational measures for dataprotection by designand by default (Article 25).

In various cases, the interpretation of undefined GDPR standards requires balancing competing
interests: it requires determination of whether a certain processing activity, and the measures
adopted are justified on balance, i.e., whether the controller's interests in processing the data and
in (not) adopting certain measures are outweighed by the data subjects' interests in not being
subject to the processing or in being protected by additional or stricter measures. These
assessmentsdepend on both (a) uncertain normative judgements on the comparative importance
oftheimpacts on theinterests atstake and (b) uncertainforecasts concerning potential future risks.
In the case of Al and big data applications the uncertainties involved in applying indeterminate
concepts and balancing competing interests are aggravated by the novelty of the technologies,
their complexities, the broad scope of their individual and social effects.

Itis true that the principles of risk-prevention and accountability potentially direct the processing of
personal data toward being a 'positive sum' game (where the advantages of the processing, when
constrained by appropriate risk-mitigation measures, outweigh its possible disadvantages), and
enable experimentationand learning, avoidingthe over-and under-inclusivenessissues involved in
theapplications of strict rules. On theotherhand, by requiring controllers to apply these principles,
the GDPR offloads the task of establishing how to manage risk and find optimal solutions onto
controllers, a task which maybe bothchallenging and costly. The stiff penalties for non-compliance,
when combined with the uncertainty as to what is required for compliance, may constitute a novel
risk, which, rather than incentivising the adoption of adequate compliance measure, may prevent
small companies from engaging in new ventures.

No easy solutionis availablein the hyper-complexand rapidly evolving domainof Altechnologies:
rules may fail to enable opportunities and counter risks, but the private implementation of open
standard, in theabsence of adequate legal guidance, mayalso be unsatisfactory:

[Giving] appropriate content to the law often requires effort, whether in analysing a
problem, resolving value conflicts, or acquiring empirical knowledge.[...] [lIndividuals
contemplating behaviorthat may be subject to the law will find it more costly tocomply
with standards, because it generally is more difficult to predict the outcome of a future
inquiry (by the adjudicator, into the law's content) thanto examine the result of a past
inquiry. They must either spend more to be guided properly or act without as much
guidance as underrules.''®

Thus, the way in which the GDPR will affect successful applicationsof Aland big data in Europe will
also depend on what guidance data protectionbodies —and more generally the legal system - will
be able to provide to controllers anddatasubjects. This would diminish the costof legal uncertainty
and would direct companies - in particular small ones that mostly need advice - to efficient and
data protection-compliant solutions. Appropriate mechanisms may need to be devised, such as an
obligation to notify data protection authorities when new applications based on profiling are
introduced, but also the possibility to ask for preventive, non-binding, indications on whether and
how such applications should be developed, and with what safeguards.

4.3.3. Providing for oversightand enforcement

As noted above, Al applications may affect not only the concerned individuals but also society at
large. Even applications based on correct statistical principles, which do not target protected
categories, and which adopt appropriate security measures may still impose undue burden on
certain categories of citizens, or anyway have negative social impacts. Oversight by competent

18 Kaplow (1992,621).
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authorities needsto be complemented by the support of civil society. As collective interests, power
relations, and societal arrangements are at stake, a broad public debate and the involvement of
representative institutions is also needed.

Collective enforcement is also a key issue that is not answered by the GDPR, which still relies on
individual action by the concerned data subjects. An important improvement toward an effective
protection could consist in enabling collective actions for injunctions and compensation. It has
indeed been observed that US courts have been unable so far to deal satisfactorily with privacy
harms, since on the one hand they rely on old-fashioned theories requiring compensable harms to
be concrete, actualand directly caused by the defendant,and on the other handthey are unable to
address a very high numbers of similar claims, each having small monetaryvalue.”®In Europe, data
protection authorities can provide an alternative and easier avenue to enforcement, but
nevertheless,the damaged parties have torely on the judiciary to obtain compensation from privacy
harms, which also includes non-material harm (Article 82). Thus, effective protection is dependent
on the data subject's abilityto engage in lawsuits. The possibility for multiple datasubjects tomerge
similar claims to share cost and engage more effectively with the law is necessary to make legal
remedies available to data subjects.

The Court of Justice has recently denied that a consumer can combine his or her individual data
protection claim with claims concerning other consumers involved in similar cases.' In particular,
it has affirmed that Max Schrems could exercise, in the courts of his domicile, only his individual
claim against Facebook for data protection violations. He could not bring, before the same court,
claims for similar violations that had been assigned to him by other data subjects. Perhaps the
proposed directive on collective redress for consumers,'?' currently under interinstitutional
negotiation'?, could present an opportunity to enable collective actions in the context of data
protection.

4.4. Final considerations: some policy proposals on Al and the
GDPR

In the following, the main conclusions of this reporton the relations between Aland the
processing of personal data are summarised.

e The GDPR generally provides meaningful indicationsfor dataprotectionrelative to Al
applications.

e The GDPR can be interpreted and applied in such a way that it does not hinder
beneficial application of Alto personal data, and thatit does not place EU companies
at a disadvantagein comparison with non-Europeancompetitors.

e Thus, GDPR does not seem to require any majorchangein orderto address Al.

1% Cohen (2019, Ch. 5).
120 Judgment in Case C-498/16 Maximilian Schrems v Facebook Ireland Limited, of 25 January 2018.

121 proposal for a directive of the European Parliament and of the Council on representative actions for the protection of
the collective interests of consumers, COM(2018) 184 final.

122 See European Parliament Legislative train schedule, Area of Justice and Fundamental Rights, Representative actions for
the protection of the collective interests of consumers - a New deal for consumers at
https://www.europarl.europa.eu/legislative-train/theme-area-of-justice-and-fun damental -rights/file-representative-
actions-for-consumers
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That said, a number of Al-related data protections issues are not explicitly answered
in the GDPR, which may lead to uncertainties and costs, and may needlessly hamper
the development of Alapplications.

Controllers and data subjects should be provided with guidance on how Al can be
applied to personal data consistently with the GDPR, and on the available
technologies for doing so. This can prevent costs linked to legal uncertainty, while
enhancing compliance.

Providing adequate guidance requires a multilevel approach, which involves civil
society, representative bodies, specialised agencies,and all stakeholders.

A broad debateis needed, involving not only politicaland administrative authorities,
but also civil society and academia. This debate needs to address the issues of
determining what standards should apply to Al processing of personal data,
particularly to ensure the acceptability, fairness and reasonability of decisions on
individuals.

The political debate should also address what applications are to be barred
unconditionally, and which may instead be admitted only under specific
circumstances. Legally binding rules are needed to this effect, since the GDPR is
focused on individual entitlements and does not take the broader social impacts of
mass processinginto account.

Discussion of alarge setof realisticexamples is needed to clarify which Alapplications
are on balance socially acceptable, under what circumstances and with what
constraints. The debate on Alcan also provide an opportunityto reconsider in depth,
more precisely and concretely, some basicideas of European law and ethics, such as
acceptable and practicable ideas of fairness and non-discrimination.

Political authorities, such as the European Parliament, the European Commission and
the Council could provide general open-ended soft law indications about the values
at stakeand ways to achieve them.

Data protection authorities, and in particular the Data Protection Board, should
provide controllers with guidance on themany issues for which no preciseanswer can
be found in the GDPR, which could also take the form of soft law instruments
designed with a duallegal and technical competence.

National Data Protection Authorities should also provide guidance, in particular when
contacted for advice by controllers, or in response to data subjects'queries.

The fundamental data protection principles - especially purpose limitation and
minimisation —should beinterpretedin such a way that they do not exclude the use
of personal data for machine learning purposes. They should not preclude forming
training sets and building algorithmic models, whenever the resulting Al systems are
socially beneficial, and compliant with data protection rights.

The use of personal data in a training set, for the purpose of learning general
correlations and connection, should be distinguished from their use for individual
profiling, which is about making assessments of individuals.

The inference of new personal data, as is done in profiling, should be considered as
creation of new personal data, when providing an input for makingassessments and
decisions. The same should apply to the re-identification of anonymous or
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pseudonymous data. Both should be subject to the GDPR constraints on the
collection of new data.

e Guidance is needed on profiling and automated decision-making. It seems that an
obligation of reasonableness - including normative and reliability aspects — should
be imposed on controllers engaging in profiling, mostly, but not only when profiling
is aimed at automated decision-making. Controllers should also be under an
obligation to provide individual explanations, to the extent that this is possible
according to the adopted Al technology and reasonable according to costs and
benefits. The explanations may be high-level, but they should still enable users to
contest detrimental outcomes.

e It may be useful to establish obligations to notify data protection authorities of
applications involving individualised profiling and decision-making, possibly
accompanied with the possibility of requesting indications on data-protection
compliance.

e The content of the controllers' obligation to provide information (and the
corresponding rights of data subjects) about the 'logic’' of an Al system need to be
specified, with appropriate examples, with regardto different technologies.

e It needs to be ensured that the right to opt out of profiling and data transfers can
easily be exercised through appropriate user interfaces, possibly in standardised
formats.

¢ Normative and technological requirement concerning Al by design and by defaults
need to be specified.

e The possibility of repurposing data for Alapplications that do not involve profiling —
scientific and statistical ones - may be broad, as long as appropriate precautionsare
in place preventing abusive usesof personal data.

e Strong measures need to be adopted against companies and public authorities that
intentionally abuse the trust of data subjects by misusing their personal data, to
engage in applications that manipulate datasubjectsagainsttheir interests.

e C(ollective enforcement in the data protection domain should be enabled and
facilitated.

In conclusion, controllers engaging in Al-based processing should endorse the values of the GDPR
and adopt aresponsible and risk-oriented approach, and they should be able to do soina way that
is compatible with the available technologies and with economic profitability (or the sustainable
achievement of public interests). However, given the complexity of the matter and the gaps,
vagueness andambiguities present in the GDPR, controllers should not be left alone in this exercise.
Institutions need to promotea broad social debate on Alapplications, and should provide high level
indications. Data protection authorities need to actively engage a dialogue with all stakeholders,
including controllers, processors, and civil society, to develop appropriate responses, based on
shared values and effective technologies.Consistent application of dataprotection principles, when
combined with the ability to use Al technology efficiently, can contribute to the success of Al
applications, by generatingtrust and preventing risks.
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